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ABSTRACT
The search for biological markers for the differential diagnosis of recurrent depression and bipolar

depression is an important undertaking in modern psychiatry. Electroencephalography (EEG) is one of the promising
tools in addressing this challenge.

To identify differences in the quantitative characteristics of the electroencephalographic alpha band activity in
patients with a depressive episode within the framework of recurrent depression and bipolar depression.

Two groups of patients (all women) were formed: one consisting of subjects with recurrent depressive
disorder and one with subjects experiencing a current mild/moderate episode (30 patients), and subjects with bipolar
affective disorder or a current episode of mild or moderate depression (30 patients). The groups did not receive
pharmacotherapy and did not differ in their socio-demographic parameters or total score on the Hamilton depression
scale. A baseline electroencephalogram was recorded, and the quantitative characteristics of the alpha band activity
were analyzed, including the absolute spectral power, interhemispheric coherence, and EEG activation.

The patients with recurrent depressive disorder demonstrated statistically significantly lower values of the
average absolute spectral power of the alpha band (z=2.481; p=0.042), as well as less alpha attenuation from eyes closed
to eyes open (z=2.573; p=0.035), as compared with the patients with bipolar affective disorder.

The presented quantitative characteristics of alpha activity are confirmation that patients with affective
disorders of different origins also display distinctive electrophysiological features which can become promising
biomarkers and could help separate bipolar depression from the recurrent type.



AHHOTALUMA

Mounck 6ronormyecknx Mapkepos Ans anddepeHLmanbHOM ANarHOCTUKA peKyPPEHTHOM 1 6UNONSPHON
Jenpeccum sBAseTcs BaXHOKN 3ajadueli COBpeMEHHON NcMXmMaTpun. dnekTposHuedanorpadus (331) BbICTYNaAET O4HUM
13 NepcnekTUBHbIX MHCTPYMEHTOB A1 peLLeHns AaHHOM 3adaun.

BbISIBUTb pasnnyumsa KONMYeCTBEHHbIX XapaKTepUCTUK anbda-puTMa 31ekTpoaHLedanorpaMmmsl y NaumeHToB
C fenpeccrBHbBIM 3MN3040M B PpaMKax PeKyppeHTHOM 1 BMNONSPHON Aenpeccun.

BblgeneHbl ABe rpynmnbl NauMeHToB (KEHLLMH): C peKyppPeHTHbIM AenpeccBHbLIM PAaCCTPONCTBOM, TEKYLLNIA
3nu304 nerkori/cpegHeit cteneHn Tsaxkecty (30 naumeHToB) 1 ¢ bunonapHbiM addeKTBHBIM PacCTPONCTBOM, TEKYLLIA
3MN304 Nerkon nnv ymepeHHoin genpeccum (30 naumeHToB). pynnbl NaLMeHTOB He noslyyany papmMakoTepanuio 1 He
pa3nn4anmcb Mo coupmanbHo-AeMorpaduryeckM nokasatensM 1 CyMMapHON OLieHKe Mo Lkane Aenpeccum FaMuibToHa.
Mposogunack 3annce GOHOBON 31eKTPo3HLedanorpaMmmel 1 aHaNN3MPOBAIUCE KONUYECTBEHHbIE XapaKTepUCTUKN
anbda-pnTMa: abCoNtoTHaAsA CneKkTpasibHas MOLLHOCTb, MeXMOAYLLapHas KOrepeHTHOCTb 1 peakLms akTUBaLMK.

Y naumeHTOB C peKyppeHTHbIM AenpecCMBHBIM PacCcTPOCTBOM MO CPaBHEHUIO C NauMeHTaMun
c bunonapHbiM addPeKTUBHLIM PacCTPOCTBOM OBHapyXeHbl CTaTUCTUYECKM 3HAUYMMO MeHbLUMe rnokasaTenu
yCpeaHeHHOM abCoNtoTHOW CNeKTpasbHON MOLLHOCTY anbda-putma (z=2,481; p=0,042), a Takke MeHbLUas CTerneHb
Aenpeccun anbda-puTma Npu OTKpbIBaHWM rnas (z=2,573; p=0,035).

MpeAacTaBneHHble KOMYeCTBEHHbIE XapaKTePUCTUKM anbda-akTUBHOCTN NMOATBEPXKAAOT, UTO 60/bHbIE
¢ apPeKTVBHBLIMY PaCCTPONCTBAMU PA3IMYHOMO reHesa MMeLOT CBOW OT/IMYUTeNbHble 31ekTpodusnonornyeckme
0COBEHHOCTN, KOTOPbIE MOTYT CTaTb NEPCNeKTUBHBLIMU BIOMapKepaMu ANs pasnnyeHns 6UNoNsPHON U peKyppPeHTHO

Aenpeccmn.

INTRODUCTION

Differential diagnosis of recurrent and bipolar depression,
i.e., depressive episodes in recurrent depressive disorder
(RDD) and bipolar affective disorder (BAD), presents
challenges in practice, despite their obvious clinical features
and differences [1, 2]. For example, the clinical guidelines
for the diagnosis and treatment of BAD published by the
Ministry of Health of the Russian Federation in 2021 [3]
state that the diagnostic criteria for a depressive episode
in BAD and RDD do not differ; however, certain signs, such
as an onset at a younger age (as young as 25 years) or in
the postpartum period; acute onset (days or hours) of
symptoms and their rapid resolution; features of atypical
depression with hyperphagia, hypersomnia, inverted
circadian rhythm, etc.; the presence of psychotic symptoms;
a prolonged course of the disease; and low susceptibility
to antidepressant therapy, are more typical of depression
in BAD. However, in clinical practice, the above-mentioned

signs of an atypical depressive episode of BAD remain
undetected in many cases [4, 5]. At the same time,
differentiating between recurrent and bipolar depression
is key in the choice of treatment. In the absence of sure-
fire clinical criteria, the neurobiological characteristics of
depressive conditions may come to play an important
role, although their studies have so far been relatively
disappointing and in some cases even economically
unjustified [6-9].

One of the objectives in clinical neurophysiological
studies is to identify reliable markers that could not only
detect changes in the functioning of the nervous system
in various diseases, but also contribute to an objective
diagnosis of the diseases themselves, including differential
diagnosis. Electroencephalography (EEG) might be the
most promising tool so far in this endeavor. It is a non-
invasive, low-cost, and objective method for recording
brain neural activity. Unlike neuroimaging methods,



EEG provides a continuous assessment of the neural activity
associated with a particular stimulus or reaction with high
temporal resolution, even when no external changes in
behavior are observed. Consequently, EEG parameters
can be useful as biological markers of a mental illness that
trace back to specific pathophysiological mechanisms. Data
accumulated to date from high-caliber studies [10-12],
including the results of our own studies [13, 14], suggest
various EEG markers that can be used to differentiate
between unipolar and bipolar depression. However, the
question of how well they hold up to scrutiny remains open.

Atrove of data seems to indicate that the development
of depressive conditions is accompanied by a change in
the patterns of all EEG frequency ranges [15-17]. These
changes mostly affect the main EEG rhythm; the alpha
rhythm. According to a number of studies, the generation
of the alpha rhythm is associated with impulses that spread
in the intercortical and thalamocortical neural networks
and its magnitude synchronizes the functional brain
activity and determines the interplay between information
received from the afferent system and the mechanisms of
working memory, thereby regulating adaptive processes
in the body [18, 19]. Therefore, the EEG alpha frequency
traditionally attracts the attention of researchers due to
its high sensitivity to various external influences and the
subtle changes that take place in the functional state of the
cerebral cortex. Meanwhile, both the neurophysiological
mechanisms and the functional significance of the alpha
rhythm are still the subjects of debates. According to some
studies, the quantitative characteristics of the alpha rhythm
can only be fully understood after one takes into account
the spectral power and activation intensity (inhibition of
the alpha rhythm after one opens their eyes, the Berger
effect) [18, 19]. Considerable data now exists on the changes
that take place in the alpha power in depressive disorders
of various origins [10-17]. However, only a few studies
into the activation reaction in patients with depressive
disorders can be found in the literature [20].

The objective of this study was to search for differences
in the quantitative characteristics of the EEG alpha rhythm
in patients with a depressive episode within the framework
of recurrent depression and bipolar depression.

METHODS

The selection of patients for the study was carried out at
the 3rd Clinical Psychiatric Department (Department of

Affective Conditions) of the Clinic of the Mental Health
Research Institute of the Tomsk National Research Medical
Center. The EEG study was carried out at the Laboratory
of Molecular Genetics and Biochemistry of the Mental
Health Research Institute of the Tomsk National Research
Medical Center.

The study sample included a total of 60 female patients
(age, years: median 32, interquartile range 27 and 53)
admitted for treatment with a diagnosis from the cluster
of mood disorders: RDD, current episode mild/moderate
(F33.0, F33.1 according to ICD-10, n=30) and BAD, and
current episode mild or moderate depression (F31.3
according to ICD-10, n=30). Diagnostic assessment and
clinical qualification of the disorder were carried out by
psychiatrists according to the ICD-10 criteria and using
the Hamilton Depression Rating Scale (HDRS-17) for the
assessment of the severity of symptoms. The medical
history was collected, including the age of the patient,
the duration of the disease in years, the total number
of depressive episodes, and the duration of the current
episode in months.

Inclusion criteria: patient consent for the study, established
diagnosis of an affective disorder (F31.3 or F33.0-1) according
to the ICD-10, age 18-60 years.

Exclusion criteria: refusal to participate in the study,
dementia, mental retardation, other severe organic brain
diseases with severe cognitive impairment (encephalitis,
meningitis, sequelae of traumatic brain injury, etc.), and
acute or chronic decompensated somatic diseases requiring
intensive treatment.

All patients were examined during hospitalization (before
the main course of treatment), usually on days 2-3 after
admission to the hospital.

The control group consisted of 30 mentally and somatically
healthy women (age, years: median 35, interquartile range
25 and 53) who were examined using the same exclusion
criteria (The Kruskal-Wallis test (2, N=90)=6.689, p=0.158
for comparisons of the RDD, BAD, and control groups).

The EEG was performed in an electrically screened room
with dim light. During the study, the patients were in a state
of calm, relaxed wakefulness, and in the sitting position.
Two functional tests were performed: a baseline study
with closed eyes and a test with open eyes. All patients



remained under physician supervision during the EEG
recording, and the recording was discontinued if the
patient started falling asleep or EEG signs of drowsiness
were detected. The EEG was recorded using a 16-channel
encephalograph (Neuropolygraph, LLC Neurocor, Moscow)
according to the international 10-20 system, in monopolar
configuration, with a sampling rate of 1 kHz and Fz as the
ground electrode. Reference electrodes (A1 and A2) were
positioned on the ear lobes.

The average duration of the EEG recording was 5 minutes.
The obtained EEG recordings were band-pass-filtered
from 1 to 40 Hz. First, each EEG was cleaned of artifacts
(ballistocardiogram, oculographic and electromyographic
potentials) based on a visual assessment by a qualified
EEG technician. The cleaned EEG recording was subjected
to a quantitative analysis using the Neuropolygraph
Software package. Topographic maps of the alpha band
were constructed to illustrate the gradient changes in the
alpha band maxima: dominance region — brain regions
with the maximum amplitude (usually in the occipital
regions); preserved regional differences — differences in the
magnitude of the alpha rhythm in the leads; and assessment
of the fronto-occipital gradient — decreasing alpha activity
from the occipital to the frontal leads. Average values of
the absolute spectral power (uV?) and interhemispheric
coherence (AvCOH) of the alpha rhythm in the standard
frequency range (8-13 Hz) with closed and open eyes
were calculated for all EEG leads. The magnitude of the
activation reaction (the Berger effect) was determined
using the following formula:

P -P
M: ec eo
> p_ x100%,

where M_ is the magnitude of the activation reaction,
P..and P_ are the spectral power of the alpha band
averaged over all EEG leads with eyes closed and eyes
open, respectively (uV?3).

Patients with BAD

Parameter n=30

Age, years 36 [23; 53]
Disease duration, years 71[4;13]
Duration of the current episode, months | 6 [3; 10]
Number of previous episodes 3[2;7]

Total HDRS-17 score 19 [16; 24]

Statistical processing of the obtained data was carried
out using the Statistica 12 Software package (StatSoft).
The distribution was tested for normality using the
Shapiro-Wilk test. The obtained data demonstrated a non-
normal distribution. Data are presented as medians and
interquartile ranges: Me [Q1; Q3]. The Mann-Whitney
test was used to compare the demographic and clinical
characteristics between the two groups of patients. The
Kruskal-Wallis test (ANOVA) and the automatic a posteriori
pairwise comparison procedure using Dunn’s test were
used to compare quantitative alpha band characteristics
between the control and patient groups. The Spearman
rank correlation test was used to assess the presence,
level, and direction of the correlations of demographic,
clinical, and EEG variables. Differences were considered
statistically significant at p <0.05.

Our study was conducted in full compliance with the
Declaration of Helsinki of 1964, as amended in 1975-2013,
and was approved by the Local Ethics Committee at the
Mental Health Research Institute of the Tomsk National
Research Medical Center (Minutes No. 154 dated June 17,
2022, case No. 154/1.20.22). All study subjects provided
written informed consent to participate in the study and
allow the processing of their personal data.

RESULTS
The socio-demographic and clinical characteristics of
patients are given in Table 1.

A comparative analysis of the averaged absolute spectral
powers of the EEG alpha band between the control group
and patients with BAD and RDD revealed statistically
significant differences. Patients with RDD demonstrated
a reduced alpha rhythm compared with the control group
(z=3.223; p=0.003) and patients with BAD (z=2.399; p=0.042).

Patients with RDD

n=30 v P

37 [26; 52] 1819 0.749
713; 1] 1763 0.381
3[2;8] 1597 0.137
413; 8] 1711 0.501
20 [17; 25] 1608 0.277
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Figure 1. Averaged spectral powers of the alpha band in the
study groups of healthy individuals and patients with BAD
and RDD.

Note: * statistically significant differences with p <0.05 between

the RDD and control groups; # statistically significant differences with
p <0.05 between the RDD and BAD groups using the Kruskal-Wallis
test (ANOVA).

There were no statistically significant differences between
patients with BAD and the control group (z=0.976; p=0.986)
(Figure 1).

The AvCOH values of the study groups revealed markedly
decreased (z>7.121; p <0.001) relationships in all patients
compared with the control group (Figure 2). No statistically
significant differences were found between patients with
BAD and patients with RDD (z=0.951; p=0.961).

Control BAD

Figure 2. Averaged interhemispheric coherence values of the
alpha band in the study groups of healthy individuals and
patients with BAD and RDD.

Note: * statistically significant differences with p <0.05 between
the control group and patients with BAD and RDD revealed
using the Kruskal-Wallis test (ANOVA). ** AvCOH is an average
interhemispheric coherence (no dimensionality)

According to the visual assessment of EEG recordings
(Figure 3), a decrease in the generation of the alpha rhythm
in patients with RDD led to a decrease in the fronto-occipital
gradient and decreased regional EEG differences, but
the highest alpha amplitudes were still observed in the
occipital regions in the EEG recordings of patients with
RDD. The topographic map of the alpha band distribution in
patients with BAD was similar to that in the control group.

RDD

+50

Spectrum amplitude, pV

Figure 3. Topographic maps of the alpha band distribution in the control group and in patients with BAD and RDD.
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The degree of alpha rhythm suppression upon opening
of the eyes (the Berger effect) was statistically significantly
lower in the group of patients with RDD compared with
the control group (z=2.481; p=0.042) and patients with
BAD (z=2.573; p=0.035) (Figure 4). We found no statistically
significant differences between patients with BAD and the
control group either (z=0.442; p=0.991).

We could not find statistically significant correlations
of the spectral power, AvCOH of the alpha band and the
activation reaction with the age and clinical characteristics
of the patients in any of the groups (p >0.05) (Tables S1
and S2 in the Supplementary).

DISCUSSION

In this study, we assessed the quantitative characteristics
of the EEG alpha rhythm in patients with BAD and RDD
who had an ongoing mild/moderate depressive episode.
Both the non-specific physical parameters of the waves
(power and coherence) and physiological features of the
alpha oscillations (response to visual stimulation after
opening of the eyes) were evaluated.

The obtained results revealed that each study group of
patients possessed their own distinctive electrophysiological
features. In particular, patients with RDD typically had a
low absolute spectral power of the alpha band, as well

as a less pronounced activation reaction compared to
patients with BAD. According to current concepts, EEG
recordings reflect the neurophysiological mechanisms
of excitation and inhibition [22]. On the one hand, low
alpha power values indicate increased excitation in the
central nervous system of patients with RDD, as compared
with BAD. On the other hand, low spectral power values
of the alpha band in patients with RDD indicate less
synchronization (dysfunction) of the thalamocortical
connections [22]. This was additionally confirmed by an
AvCOH value that was lower than that in the controls.

A decreased alpha power in response to the opening of
the eyes (the Berger effect) is one of the informative signs
of stability of the activation reaction and, together with the
magnitude of desynchronization (alpha rhythm suppression
percentage), is associated with information processing
[18, 23], which reflects the transition from a relatively restful
state to the state of wakefulness. The magnitude of the
alpha power reduction correlates with the intensity of the
activation processes. Thus, patients with RDD typically have
a decreased intensity of the activation process compared
with relatively healthy controls and patients with BAD.
In patients with BAD, the magnitude of the activation
reaction was the same as that in the control group.

Thus, the study of the EEG alpha rhythm using a spectral
and coherent analysis revealed that patients with BAD
and RDD have specific bioelectrical brain activity patterns,
something that may subsequently allow a differentiated
approach to the assessment of the functional activity of
the brain during the first depressive episode based on the
quantitative characteristics of the alpha rhythm.

In addition to looking for differences in the alpha rhythm
characteristics between patient groups, we also assessed
the correlations of the alpha rhythm characteristics with
clinical data. However, we were unable to find any statistically
significant correlations, probably due to the fact that
subclinical manifestations of depression in both groups
required a more subtle phenomenological analysis than
the duration of the disease/episode and the Hamilton
score.

The main limitation of this study was the relatively small
size of the study sample and the absence of males in the
groups. However, it should be noted that we aimed to
balance the groups based on their socio-demographic
and clinical data. Another limitation of the study was
that, although we evaluated both the nonspecific physical
parameters of the waves and the physiological features of



alpha oscillations, the selected quantitative characteristics
of the alpha rhythm did not cover the full spectrum of
possibilities of quantitative EEG assessment. The quantitative
characteristics of the alpha rhythm are highly variable
and can hardly be fully captured through linear methods
of investigation [24]. Unlike other studies [11, 12, 16, 19,
20, 247, our analysis minimized inter-regional differences
by averaging the spectral power and EEG alpha rhythm
coherence values. Nonetheless, this approach is well
justified and is used in many studies [25, 26]. Although our
patients were examined during hospitalization (before the
main course of treatment), we did not take into account
the effect of maintenance therapy, which may well have
affected the EEG, another limitation of this study.

CONCLUSION

The data collected in this study provide additional evidence
of the specificity of the functional activity of the brain of
patients with affective disorders. The differences identified
between the patient groups in this study can serve as
a starting point for a further search for biomarkers that can
help separate recurrent depression from bipolar depression.
Using larger groups sizes, as well as including men in the
sample, in further studies will help determine whether
these differences represented the random occurrence
that can often be observed in relatively small groups.
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ABSTRACT

Psychiatric stigma has potentially controversial effects on patients’ health-related behaviors. It appears
that both stigmatization and motivation in psychiatric patients are heterogeneous and multi-dimensional, and that the
relationship between stigma and treatment motivation may be more complex than previously believed.

To determine psychiatric stigma subtypes as they relate to treatment motivation among inpatients with various
mental disorders.

Sixy-three psychiatric inpatients were examined by the Treatment Motivation Assessment Questionnaire
(TMAQ) and the Russian version of Internalized Stigma of Mental lliness scale (ISMI). K-Means cluster and dispersion
analysis were conducted.

Cluster 3 (25 subjects) was the least stigmatized. Cluster 1 (18 subjects) showed an “explicit stigma.” Cluster
2 (20 subjects) showed an “implicit stigma"” that took the form of the lowest treatment motivation compared to other
clusters. “Implicitly” stigmatized patients, in contrast to “explicitly” stigmatized individuals, showed a decline in 3 out
of 4 TMAQ factors (Mean dif.=1.05-1.67).

Cooperation with doctors, together with reliance on one’s own knowledge and skills to cope with the
disorder, might be the way to overcome an internalized stigma for patients with mental disorders.

AHHOTALMSA
nCVIXI/IanI/I‘-JECKaﬂ CTrMa nMeeT NoTeHUMaibHO NPOTMBOpPeYBOe BIMAHKME Ha noBeAeHWe NaLlnNeHTOB,
CBA3aHHOE CO 340POBbEM. I'ono>Ke, YTO CTUTMaTn3auna N MOTUBaUUA NMauneHTOB C NCNXN4YeCkKnMin paCCTpOI‘/JICTBaMI/I



ABNAIOTCA reTeporeHHbIMU Y MHOTOrPaHHbLIMU XapakTepucTUKamm, U B3aUMOCBSA3b MeXy BHYTPEHHER CTUTMON
1N MOTMBALMEN K IEYEHNIO MOXET bbITb 601ee CI0XHON, YeM paccMaTpuUBanock paHee.

Oﬂpep,eﬂl/lTb noaTuNbIl HCMXVIanMHECKOM CTUIMbIl B X CBA3UN C Tepal’IEBTI/I‘—IeCKOI7I MOTVIBaLl,I/Iel7I Yy naymeHToB
CTaunoHapa, NMerLWKnX pas/inyHbie NCnxXxmn4yeckme paCCTpOI7ICTBa.

B0 06cnef0BaHO 63 NaumeHTa NCUXMATPUYECKOrO CTaLoHapa C MOMOLLBHO OMPOCHKKA OLLEHKM MOTUBALIN
K neyeHuto (TMAQ) 1 pyCcCKOA3bIYHOM BEPCUN LLIKAJbl MHTEPHANMM30BAHHOM CTUMMbI MCUXNYECKNX 3aboneBaHni (ISMI).
BbINoAHEHbI ANCNEPCUMOHHbIN 1 KNacTePHbI aHann3 MeTooM K-cpeaHux.

Knactep 3 (25 uenosek) okasancs HanMeHee CTUrMaTn3vpoBaHHbIM. Knactep 1 (18 yenosek) nokasan
3KCNNUUTHYIO cTUIrMY. Knactep 2 (20 yenosek) nokasan UMMANLUTHYIO CTUMMY, NPOABAAIOLLYIOCS, B YaCTHOCTW, Yepes
CaMYHO HM3KYH MOTMBALMIO K JIEYEHUIO Cpeau ApYyrnx knactepos. AMMIMUUTHO CTUTMAaTU3MPOBaHHbIE NauneHThl,
B OT/INYMM OT IKCMINLUTHO CTUFMATU3NPOBAHHBIX, B CTPYKTYPE MOTUBALIMN K JIeYEHUIO IeMOHCTPUPOBAJIV CHIKEHME

no 3-m u3 4-x paktopos TMAQ (Mean dif.=1,05-1,67).

CyLLI,eCTByET KaTeropma nauneHToB C NCUXnYecKnMun paCCTpOI7ICTBaMI/I, KOTOpbIEe NpeoaosieBatoT

NCNXnNaTpnyeckyro CTurmMy 3a c4eT coTpygHm4yecTsa C BpadaMin 1 oNopbl Ha CO6CTBEHHbIE 3HAHUA 1 HaBbIKA

B NpeojosieHn 6onesHu.

INTRODUCTION

The development of mental disorders is often associated
with a change in a person'’s attitude towards themselves
and a reassessment of their relationships with those closest
to them. In literature, identity transformation in psychotic
patients is usually discussed in terms of role reorganization
and social maladjustment, self-stigmatization, symptomatic
(morbid) personality change, cognitive impairment, as
well as opportunities for personal growth [1]. It is of note
that the psychological effects of demoralization are not
unique to those suffering from psychotic disorders, but
in over 20% of cases they are a common response to any
serious health challenge [2]. The clinical consequences in
this case are associated not only with social maladjustment,
but also with psychosomatic, anxiety, and depressive
disorders [3]. The consequences of stigmatization as a clinical
phenomenon related to demoralization are thus likely to
become a “second disease” for some health service users.
For patients with mental disorders, the internalization
of perceived stigma, developing as a response to social
stigma, is particularly common and is associated with
impaired recovery, decreased energy capacity, lower
self-confidence, and self-efficacy [4, 5]. On the other
hand, targeted interventions designed to prevent patients

from internalizing perceived stigma and negative social
attitudes have shown to be effective with respect to their
coping strategies and recovery trajectory [6]. However, the
relationship between internalized stigma (IS), feelings of
social inadequacy, and low quality of life is being debated,
and even when taken together, these factors may not be
fully predictive of the breadth of self-stigmatized patients’
behavioral repertoire within the therapeutic process [4].
In particular, adherence to treatment is also largely
determined by motivation and the level of one’s insight
into the illness [7, 8]. Previous studies have shown higher IS
to be associated with poorer treatment adherence across
all groups of psychiatric patients [9, 10]. At the same time, in
one study, a higher self-rated severity of the iliness proved
to be a predictor of better adherence to medication, despite
the detrimental effect of stigma [11]. It appears that both
stigmatization and treatment motivation in psychiatric
patients are heterogeneous and multi-dimensional factors,
and that their interrelationship may be more complex
than previously believed.

Our study aim was to determine the phenomenological
subtypes (clusters) of psychiatric stigma as they relate to
treatment motivation among inpatients with various mental
disorders using a computational approach.



Investigation tasks: (1) to explore IS across its subtypes;
and (2) to explore typical associations between types of
treatment motivation and IS subtypes.

We tested a hypothesis holding that there is a category of
psychiatric patients who can withstand stigma by building
a specific structure of treatment motivation. The second
assumption was that patients with psychotic disorders
and different manifestations of stigmatization present
different clinical characteristics.

METHODS

To address our goal, an observational cohort study design
was chosen. Cross-sectional psychosocial variables were
used to digitally phenotype groups of patients in a data
clustering procedure.

Patients were recruited from an inpatient unit of the
V.M. Bekhterev National Medical Research Centre for
Psychiatry and Neurology. Patients were included if
they were aged between 18 and 65; were undergoing
psychopharmacological treatment for an exacerbation
of psychotic, affective, or anxiety disorders or a
decompensation of personality disorders (a sample of
patients with severe mental disorders [4, 7, 12, 13] for whom
the expected levels of psychiatric stigma are the highest);
and were close to achieving remission and demonstrated
the ability to understand and consent to comply with the
research procedures. Patients were excluded if they were
unable to participate in assessments due to low cognitive
performance, or withdrew consent at any stage.

Participation in the current study was voluntary and
was based on the principles of the Helsinki declaration,
confirmed by RIB/IEC (No.72 EK-I-105/18, dated
September 25, 2018).

Medical records were used to obtain information about the
socio-demographic, clinical, and anamnestic parameters
of the patients: sex, age, family status, children, education,
occupation, duration of illness, and the number of previous
hospitalizations.

All patients in the sample underwent an assessment of
treatment motivation and that of the level of IS. Treatment

motivation was assessed using The Treatment Motivation
Assessment Questionnaire (TMAQ) — based on the
patient’s motivation for the psychopharmacotherapy scale,
developed at the Department of Integrative pharmaco-
psychotherapy [8]. The questionnaire includes 20 items.
The mathematical algorithm for their evaluation allows
one to extract five standardized indicators in Z-Scores.
Structurally, the questionnaire represents 4 motivational
factors: (1) reliance on one’s own knowledge and skills to
cope with the disorder, (2) insight into treatment necessity,
(3) insight into the psychological mechanisms of morbid
maladjustment, and (4) willingness to actively participate
in the treatment process. All items are rated on a five-point
Likert scale (from 1 [strongly disagree] to 5 [strongly agree]),
where higher scores reflect higher levels of treatment
motivation, with the exception of level 1, where the items
are reversely coded. The final internal consistency of
TMAQ was found to be good (Cronbach's alpha 0.842).
The convergent, concurrent, and discriminatory validity
of the questionnaire was confirmed and described in
previous publications [14, 15].

Self-stigmatization was measured using the Russian
version of the Internalized Stigma of Mental lliness scale
(ISMI) [16]. The validation of the Russian translation of ISMI
is currently underway, with findings of the preliminary
analysis consistent with the five-factor structure described
in the original English version (alienation, stereotype
endorsement, perceived discrimination, social withdrawal,
and stigma resistance). The original ISMI instrument
includes 29 items, each rated on a 4-point scale that
ranges from 1 (strongly disagree) to 4 (strongly agree).
The results of these questionnaires were used to test
the primary hypothesis about the relationship between
stigma typology and treatment motivation across the
entire sample. The response rate for this part of the
study with self-administered questionnaires was 100%.
The second hypothesis was tested only in patients with
psychotic disorders (schizophrenia, organic mood (with
manic features) and schizophrenia-like disorders: codes F2,
F06.3, and F06.2 according to ICD-10). The current clinical
state of patients was evaluated using the most common
psychometric instruments, which also have validated
Russian versions: The Brief Psychiatric Rating Scale (BPRS)
[17], The Scale for the Assessment of Negative Symptoms
(SANS) [18], and The Global Assessment of Functioning
scale (GAF) [19]. The response rate for scales application
was 93.6%.



Analysis of such heterogeneous and dimensional research
parameters requires specific statistical tools.

The first stage of the study involved an exploratory
analysis with a description of the sample, assessment of the
normality of the obtained distributions (using Kolmogorov-
Smirnov's z-test with Lilliefors correction for significance),
and a description of the measures of central tendency.

The next step involved the application of a cluster analysis
of the sample using the k-means method (IBM SPSS
Statistics) for subscales of ISMI (previously standardized
using Z-Scores), and factors of the TMAQ (have only Z-Scores
measurement) in accordance with accepted statistical
and methodological practices [20] commonly applied in
practice [12, 21].

Next, a comparison of the socio-demographic and
clinical characteristics of the patients within the obtained
clusters was performed. The core research analysis was
conducted using one-way analysis of variance (ANOVA)
and Student's t-test for parametric data, Kruskal-Wallis
H-test and Mann-Whitney U-test for non-parametric data,
as well as Pearson'’s chi-square test or Fisher's exact test
for nominal scales.

Subsequently, for each obtained cluster, a separate
assessment of the nature of the data distribution for the
included patients was conducted and measures of central
tendency were described using methods similar to those
mentioned above.

The next step involved a comparison of the means (or
mean ranks, depending on the results of the assessment of
the distribution normality) for subscales of IS and subscales
evaluating the structure and strength of the treatment
motivation of patients, similarly using dispersion analyses.
For clarity and consistency, all results were presented as
mean values (SD). Differences were considered significant
at p <0.05.

RESULTS

The sample included 63 psychiatric inpatients (ICD-10
diagnostic codes: F2, n=41 (65%); F3, n=8 (13%); F4/F6, n=8
(13%); FO6, n=6 (9%)). The mean age of patients was 34+13
years, the mean illness duration was 12+11 years, and 67%
of patients were female.

Average values of the main characteristics of interest
in the whole sample were as follows. The sum Z-Score of
TMAQ (the intensity of motivation for treatment) -0.29 (0.88)

and TMAQ factors: reliance on one’s own knowledge
and skills to cope with the disorder -0.04 (0.98); insight
into treatment necessity -0.08 (0.95); insight into the
psychological mechanisms of morbid maladjustment -0.01
(0.92); and willingness to actively participate in the treatment
process -0.09 (1.0). The sum score of ISMI (the intensity of
self-stigmatization) was 2.47 (0.49); ISMI subscales scores:
alienation 2.46 (0.75); stereotype endorsement, 2.12 (0.56);
perceived discrimination, 0.11 (0.64); social withdrawal,
2.23(0.71); and stigma resistance, 3.44 (0.63).

Cluster analysis of the ISMI scores and TMAQ factors
identified three clusters of patients. That enabled us to
subtype IS depending on the structure of therapeutic
motivation into “explicitly self-stigmatized” (Cluster 1),
“implicitly self-stigmatized” (Cluster 2), and patients without
specific self-stigmatization marks, i.e., with “minimal self-
stigma” (Cluster 3). The results of the cluster analysis are
described in Figure 1.

Subjects from the two clusters with self-stigmatization
(Cluster 1 and Cluster 2) showed significant differences in
all time-associated parameters: age (Cohen’s d=1.1), illness
duration (Cohen's d=2.1), and history of hospitalizations
(Cohen's d=1.3) (Figure 2).

The three resulting clusters of patients showed no
differences in main sociodemographic and clinical
characteristics, with the exception of the prevalence of
negative symptoms and social maladjustment, as well as
gender (Table 1 and Table 2).

According to ANOVA with post-hoc tests, 18 patients in
Cluster 1 (29% of the sample) had higher levels of total
IS score (Mean dif.=0.90, S.E.=0.089, sig. <0.001) due to
a higher level of alienation (Mean dif.=1.20, S.E.=0.17,
sig. <0.001), stereotype endorsement (Mean dif.=0.81,
S.E.=0.14, sig. <0.001), social withdrawal (Mean Dif.=1.09,
S.E.=0.14, sig. <0.001), and discrimination experience
(Mean dif.=1.09, S.E.=0.17, sig. <0.001) compared to 25
subjects from Cluster 3 (40% of the sample). The features
of stigma structure in Cluster 1 was defined as an “explicit”
self-stigmatization.
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Figure 2. Statistically significant differences between clusters.
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Prevalence in Cluster, N(%)

Characteristics X3(df)
Cluster 1, n=18 Cluster 2, n=20 Cluster 3, n=25
Male 3(4.8) 13(20.6) 5(7.9)
Sex 13.3 (2)***
Female 15(23.8) 7(11.1) 20(31.8)
Married 6(9.5) 6(9.5) 9(14.3)
Family 0.2(2)
Single 12(19.1) 14 (22.2) 16 (25.4)
Yes 7(11.1) 4 (6.4) 11(17.5)
Children 3.0(2)
No 11(17.5) 16 (25.4) 14 (22.2)
Primary 4(6.4) 10 (15.8) 5(7.9)
Education Secondary 5(7.9) 3(4.8) 5(7.9) 6.0 (4)
High 9(14.3) 7(11.1) 15(22.7)
Employed 8(12.8 4(6.4 11(17.5
Occupation P2y ( ) (6.4) ( ) 3.4(2)
Unemployed 10(15.8) 16 (25.4) 14 (22.2)
F2 12(19.1) 15(22.7) 14 (22.2)
F3 3 (4.8 1(1.6 3 (4.8
ICD-10 &) (i) (6:5) 4.8 (6)
F4+F6 1(1.6) 2(3.2) 6(9.6)
FO 2(3.2) 2(3.2) 2(3.2)
Prevalence in Cluster, N(%)
Characteristics XA(df)
Cluster 1, n=14 Cluster 2, n=17 Cluster 3, n=16
>60 points 2(4.3) 3(6.4) 5(10.6)
BPRS 40-60 points 9(19.1) 11(23.4) 8(17.0) 2.2 (4)
<40 points 1(2.1) 2(4.3) 3(6.4)
260 points 6(12.8) 6(12.8) 1(2.1)
SANS 30-60 points 4(8.5) 6(12.8) 5(10.6) 9.9 (4)*
<40 points 2(4.3) 4(8.5) 10(21.3)
<40 points 4 (8.5) 6(12.8) 3(6.4)
GAF 40-60 points 7(14.9) 9(19.1) 4(8.5) 13.2 (4)**
> 60 points 1(2.1) 1(2.1) 9(19.1)

Twenty patients from Cluster 2 (32% of the sample) were
more self-stigmatized (Mean dif.=0.71, S.E.=0.09, sig. <0.001)
compared to subjects from Cluster 3 due to a lower level of
resistance to self-stigmatization (Mean dif.=-0.71, S.E.=0.17,
sig. <0.001). The stigma subtype of Cluster 2 patients was
defined as an “implicit” stigma.

Cluster 2 patients demonstrated the lowest treatment
motivation compared to the subjects in Clusters 1 and 3
(Mean dif.=-1.53, S.E.=0.20, sig. <0.001; Mean dif.=-1.14,
S.E.=0.19, sig. <0.001) due to the lowest TMAQ factor
1 (reliance on one's own knowledge and skills to cope
with the disorder; Mean dif.=-1.67, S.E.=0.22, sig. <0.001;
Mean dif.=-1.31, S.E.=0.21, sig. <0.001) and factor 4

(willingness to cooperate with the doctor; Mean
dif.=-1.19, S.E.=0.29, sig.=0,01; Mean dif.=-1.13, S.E.=0.26,
sig. <0.001).

Explicitly and implicitly stigmatized patients differed
from each other in TMAQ factor 3 (awareness of the
psychological mechanism of maladjustment), which was
lower in the implicitly stigmatized group (Mean dif.=-1.05,
S.E.=0.27, sig.=0,01).

DISCUSSION

In this study, the cumulative proportion of patients with
psychiatric disorders who had pronounced IS was 60%,
which is higher than the prevalence of psychological



demoralization reactions (24%) known for patients with
non-psychiatric disorders [3].

Three clinically different manifestations of psychiatric
stigma internalization with bearing on treatment motivation
were observed in a sample of psychiatric inpatients. This
result confirmed the first hypothesis about the existence
of psychiatric patients capable of withstanding stigma
by building a specific structure of treatment motivation.

The most favorable type of reaction to mental disorders
was found in the largest portion of the sample with minimal
self-stigma measured by ISMI and a favorable treatment
motivation structure measured by TMAQ (Cluster 3, 40%).
Patients in Cluster 1 (29%) and Cluster 2 (32%) displayed
effects of alienation, stereotype endorsement, social
withdrawal, and discrimination experiences according
the ISMI scale. Nonetheless, patients in Clusters 1 and
2 displayed different health-related behavior due to the
differences in treatment motivation.

Patients from Cluster 1 could withstand stigma thanks
to cooperation with doctors and reliance on their own
knowledge and skills in coping with their iliness (according
to TMAQ). Therefore, because of the ability of patients in
this cluster to show good coping skills in the treatment
process, we called self-stigmatization in that category of
psychiatric inpatients “explicit self-stigmatization.”

Patients in Cluster 2 exhibited the highest scores on
the reversely coded stigma resistance subscale of ISMI.
As a result, they passively accepted the role of “mentally
ill person” and showed minimal treatment motivation,
which was confirmed by the results on the TMAQ scale —
patients showed the lowest intensity of treatment motivation
and low awareness of the psychological mechanism of
maladjustment. Therefore, because of the absence of
any active pushback against internalization of stigma,
patients in this cluster were categorized as “implicitly
self-stigmatized.”

The levels of morbid maladjustment and negative
symptomatology (according to the GAF and SANS scales,
respectively) in patients with schizophrenia, organic mood
(with manic features), and schizophrenia-like disorders in
Cluster 1 and Cluster 2 were comparable. They displayed
pronounced negative symptoms (SANS score over 60 points)
and moderate negative symptoms (SANS score between 40
and 60 points). Social maladjustment was predominantly
characterized by moderate levels of GAF scores (scoring
between 40 and 60 points). Patients from Cluster 3 had
rare maladjustment according to the GAF scale and a low

prevalence of negative symptomatology on the SANS scale.
The number of patients with schizophrenia, organic mood
(with manic features), and schizophrenia-like disorders was
comparable in Clusters 1, 2, and 3. Therefore, this result
partially confirms the second hypothesis of the study:
differences in clinical characteristics among patients with
different types of stigmatization are apparent between
self-stigmatized (Cluster 1 and Cluster 2) and minimally-
stigmatized (Cluster 3) patients, but not between patients
with two types of IS with or without lack of treatment
motivation (Cluster 1 and Cluster 2). This finding is in
accordance with a large body of evidence showing that
reducing self-stigma in psychiatric rehabilitation work not
only comes with an increase in compliance, but also with
symptomatic improvement [22] and reductions in social
maladjustment [13].

The two subtypes of stigmatized patients (Clusters 1 and
Cluster 2) had differences in clinical and sociodemographic
characteristics. Cluster 1 (comprising individuals motivated
for treatment and experiencing stigmatization) included
older patients with longer illness duration and repeated
hospitalizations. The most vulnerable group were the
patients from Cluster 2 who, unlike patients from Cluster 1,
had IS without building intensive treatment motivation.
These patients were younger, they had a shorter duration of
the illness, fewer hospitalizations, and were predominantly
male.

There are several limitations in this study. The first limitation
is the sample size. However, pilot studies in the field of
the stated topic quite often rely on small samples: out of
the 111 articles included in review [23], around 15% had
comparable or smaller sample sizes. The second limitation
is the cross-sectional, rather than longitudinal, design of
the study, which creates a need to confirm the identified
patterns in further observational studies.

The observational nature of this study also determines the
nosological heterogeneity of the sample, which, nevertheless,
reflects the natural appeal for inpatient psychiatric care
at the National Medical Research Centre and is quite
common in studies on the psychology of the treatment
process [4, 9, 10].

A significant general methodological limitation is the
uncertainty of the construct of IS or self-stigma. In this
regard, we applied one of the most widely used psychometric
tools (ISMI), due to its prevalence, known to be a consensus



method of assessing the stigma phenomenon [16]. The
literature also describes substantial differences in the
prevalence, perception, and internalization of psychiatric
stigma across cultures [5]. This underlines the relevance
and necessity of expanding transcultural research initiatives
into the psychological responses of people with mental
iliness, with the aim of identifying universal protective
factors in relation to self-stigma.

The primary strength and central practical outcome of
this study lie in the identification of individuals exhibiting
implicit self-stigma (Cluster 2), revealing notably reduced
treatment motivation within the realm of all self-stigmatized
patients. These observations, detached from disparities
in nosology or positive symptomatology between Cluster
2 patients and those categorized in the other two groups
(Clusters 1 and Cluster 3), emphasize the potential impact
of patients’ personal traits and the disease course on
the internalization of stigma. Further research into the
psychological mechanisms and clinical factors driving the
self-stigmatization phenomenon, especially in terms of
motivated and nonmotivated treatment attitudes, holds
the promise of forging more tailored and person-centered
approaches in the psychiatric rehabilitation of individuals
with severe mental disorders.

CONCLUSION

Three clinically different types of reaction to mental disorders
were observed in a sample of psychiatric inpatients, which
enabled us to identify different psychiatric self-stigmatization
subtypes, depending on the type of treatment motivation.
The tendency of patients with psychiatric disorders to
develop self-stigma is associated with a more pronounced
morbid maladjustment and severe negative symptoms, but
not positive symptoms. The formation of a favorable or less
favorable subtype of IS is mediated predominantly by the
disease course and the patients’ gender, but not diagnosis
and symptoms severity. Identification of transnosological
phenomena such as stigma and motivation toward
psychiatric treatment affords us a promising opportunity
to develop a personal, rather than nosologically oriented,
approach (personalized approach) to patient rehabilitation.
Two subtypes of psychiatric stigma were identified depending
on health-related behavior. The “explicit” subtype of self-
stigmatization can be considered more favorable than the
“implicit subtype,” due to a constructive type of treatment
attitude with intensive therapeutic motivation among
patients with explicit self-stigmatization.
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ABSTRACT

The COVID-19 global pandemic exposed gaps in the treatment of common physical and mental disorders
that had to do with things like lockdowns, poor convenience, fear of contracting COVID, and economic constraints.
Hence, to address these treatment gaps while also limiting exposure to the COVID-19 infection, telemedicine in the
form of telephone and internet consultations has increasingly become the recourse around the world. Our center
adopted this trend and also launched a telepsychiatry initiative in order to better cater to the needs of patients with
pre-existing mental health disorders and to ensure regular follow-ups and compliance with prescription regiments.

The present study aimed to assess the level of patient satisfaction with the online psychiatric services/telepsychiatry.

The sample consisted of 100 patients with pre-existing mental health disorders. This was a cross-sectional
study lasting 6 months. The DigiDoc app by Hospital Information Software (HIS) software, which is used to manage
a patient's appointment schedule, relevant clinical and lab details, along with follow-up prescriptions, was used to follow
the selected patients for the purpose of this study. This software also provides a digital platform for video calls for
online consultation. The Client Satisfaction Questionnaires-8 (CSQ-8) was employed to collect patient data for analysis.

The mean total CSQ-8 score of the study sample was 21.01+5.80 (8-32), which corresponds to a low-to-moderate
level of satisfaction with online psychiatric services/telepsychiatry. Most patients (45%) reported low satisfaction levels,
followed by 37% who reported moderate levels of satisfaction. Only 18% of patients reported higher satisfaction with
telepsychiatry.

Despite the psychiatrists ability to provide adequate professional advice and psychoeducation through
online psychiatric services, patients' level of satisfaction proved moderate-to-low. This suggests a need to design
standard protocols and guidelines in the search and provision of consultation services on online psychiatric service
platforms that could help enhance patients’ levels of satisfaction.

AHHOTALMA
FnobanbHas naHgemus COVID-19, B 4acTHOCTH, Takme GakTopbl Kak HEOBXOAMMOCTb COBMOAEHS
pexvMa orpaHVyeHs Mo nepemMeLLeHnIo rpaxaaH (1oKaayH), Hey406CTBO OKa3aHWUsi MOMOLLY, 60513Hb 3apaXeHus



KOPOHaBUPYCHOM MHbeKLNelr 1 SKOHOMUYeCcKne TPYAHOCTH, BbISBUAN Clabble MecTa B BeJeHUW NauneHToB
C PaCnpoCTPaHeHHbIMY COMATUYECKMMU N NCUXNYECKMY 3aboneBaHnaMU. [N yCTpaHeHWs 3TUX C1abbix MecT,
a Takoke Ans orpaHuyeHnst KOHTakTa ¢ MHdekumein COVID-19, Bo BceM MUpe Bce Yallle NprberatoT K TefeMegnNLNHCKUM
TEXHONOIMAM B BUAE TeNePpOHHbIX U OHNalH-KOHCYIbTauMi. Haw LeHTp nocnesoBan NpuMepy v Takxe 3anyctu
nporpammy TefnencmxmaTpumnyecko mMoMoLLM, YTobbl Nydlle yA0BAeTBOPATL NOTPE6HOCTM NauMeHTOB C paHee
ANArHOCTMPOBaHHBLIMK MCUXMYECKUMUN paccTPoicTBaMuK, obecneunBaTh perynspHoe HabnaeHre n cobnojeHne
Ha3HaYeHHbIX CXEM JIeHeHNs.

[JaHHOe nccnefoBaHMe CTaBUIO LieNbio OLIEHKY YPOBHS YAOBNETBOPEHHOCTY MaLMeHTOB paboToi oHnaliH-
CNYyX6bl NCUXMATPUYECKOI MOMOLLM/TENENCUXMATPUN.

Bbibopka Bkatovana 100 naumeHTOB C paHee ANarHOCTUPOBaHHBIMUY NCUXUYECKUMU PacCcTPorCcTBaMu.
[JlaHHoe nccnegoBaHme 66110 KPOCC-CEKLMOHHBIM C OAHOM TOUKOWN nccnegoBaHns. Habop y4acTHUKOB UCCef0BaHNA
OCYLLLECTBASANICA Ha NPOTsKeHUN 6 MecsLeB. [laHHble 6b11v cobpaHbl C MOMOLLLI NpuioxeHus DigiDoc, asnsitoLerocs
YacTbo NporpamMmmHoro obecneyeHust Hospital Information System, KoTopoe ncnonb30Banock A5 3aNUCcy NaLNeHTOB
Ha Nprem NauMeHToB, NPOCMOTPA BaXHbIX KIMHNYECKNX 1 1abopaTOPHbIX AaHHBIX, @ TakxXe BpayebHbIX Ha3HauYeH Wi,
B ZaHHOM NpUoXeHN Takxe nMenack niatdopma Ans BUAE03BOHKOB 4191 NMPOBEAEHUSA OHMANH-KOHCYAbTaumiA. ng
cbopa AaHHbIX CMonb3oBancad ONPOCHUK YA40BNETBOPEHHOCTU KaneHToB (CSQ-8).

B nccneayemotii Bolbopke cpegHuin 6ann no onpocHuky CSQ-8 coctaBun 21,01+5,80 (8-32), uTo
CBUAETENbCTBYET O HN3KOM WM CpefHeM YpoBeHe YA0BNETBOPEHHOCTI OT PaboThl OHAAMH-CITYXObI NCUXMATPUYECKON
nomoLun/TenencnxmaTpun. Y 6onbLLIMHCTBA NaLmeHToB (45%) ypoBeHb YA0BAETBOPEHHOCTM MO AaHHbBIM OMpoca bbin
HM3KNM; 37% COObLLMAN O CpefHeM YPOBHE YAOBMETBOPEHHOCTU. /TnLb Y 18% NaLeHTOB ypoBeHb YAOBIETBOPEHHOCTH
NCUXMaTPUNYECKON MOMOLLLIO B dopMaTe TeslencnxmaTpum 6ol BbICOKUM.

HecmoTps Ha AOCTYNHOCTL MHPOPMALMKM 1 BOSMOXHOCTb Bpaya-ncvxmaTtpa NnpefocTaBuTb afdekBaTHYO
npodeccroHanbHy KOHCYbTaLMIO C MOMOLLbH OHAMH-TEXHOMOTNIA, YPOBEHb YAOBNETBOPEHHOCTM MaLMeHTOB
oKazancs yMepeHHbIM WA HU3KM. 3TO CBUAETENLCTBYET O HEO6XOANMOCTY pa3paboTkX CTaHAAPTHBIX MPOTOKO0B
N PYKOBOACTB MO MOWUCKY W MPeAoCTaBNeHNIO TeNenCUXNaTPUYECKNX KOHCYIbTAaLMOHHBIX YCAYT, KOTOpble MOMK
6bl CNOCOBCTBOBATL MOBLILLIEHMWHO YPOBHS YA0BIETBOPEHHOCTU NaLNEHTOB.

INTRODUCTION COVID-19-weighted behavior, many aspects of people’s lives

COVID-19 has been declared a global pandemic by the
World Health Organization since 2019. Even 2 years after
the start of the pandemic, COVID-19 continues to spread
in waves across different geographical areas of the world.
To help check the spread of the virus, most countries
have adopted specific protocols such as social distancing,
home quarantine, closure of nonessential businesses, and
intermittent travel restrictions’. Due to the adoption of

have been affected, including the healthcare needs of those
who are suffering from chronic medical, surgical, or mental
illnesses due to difficulty in accessing healthcare services
and the reduced availability of healthcare professionals who
are themselves trying to avoid COVID-19 self-infection [1].
This has resulted in the breakdown of the traditional in-
person, face-to-face physical consultation model, which
has resulted in a global explosion in online consultation.



To close this treatment gap while minimizing exposure to
the COVID-19 infection, online psychiatry consultation/
telepsychiatry has been adopted to cater to the needs of
patients with mental health disorders [2].

Patient satisfaction is a general psychological condition
that results from emotions surrounding the expectations,
coupled with the prior experiences of patients, as they
interface with healthcare services [3]. In the past few
decades, patients’ satisfaction with healthcare services
has gained importance for patients with mental iliness,
seeing as it is an important aspect of management protocol,
which positively affects treatment adherence and overall
outcomes [4]. This also points to weaknesses and flaws
in the delivery of healthcare and helps as we explore the
determinant of quality in healthcare, which is important
as policymakers seek to design more effective mental
health programs [5]. Therefore, the level of satisfaction
with healthcare services is considered a reliable indicator
of improvement and change in the existing healthcare
provision infrastructure [6] and could be beneficial as we
explore new ways of providing healthcare services, such
as online psychiatric services.

Although a good deal of studies [7-10] have revealed good
levels of client satisfaction as relates to in-person, face-to-
face psychiatric services, there is a dearth of information
regarding the state of play as regards online psychiatric
services/telepsychiatry in India. Although there is a study
that assesses the level of satisfaction with telepsychiatry
in India, the sample in that study consisted of only
patients with substance-abuse disorders [11]. Similarly,
another study during the covid pandemic assessed the
level of client satisfaction using semi-structured scales,
with a sample consisting of both psychotic and neurotic
disorders [12].

In this era of accelerated spread of digital technologies,
online consultation/telepsychiatry would, theoretically,
seem to be an easier, more convenient, and cost-effective
way of providing medical services to remotely located
populations. It could also be considered a good alternative
for consultations and follow-up for psychiatric patients,
who usually require years of treatment [13]. This highlights
the importance of the present study, the findings of which
could be helpful to policymakers in designing tools and
guidelines for online Psychiatric services/telepsychiatry.

During the pandemic, online psychiatric services were
launched at the Study Center, using video conferencing
and the mobile application DigiDoctor App of Hospital

Information Software (HIS). This raised the question of the
level of patient satisfaction relative to the newly introduced
online psychiatric services/telepsychiatry. This led, in
turn, to the launch of a study designed to assess the
level of satisfaction of those suffering from psychiatric
disorders who were consumers of our online psychiatric
services. The primary objective was to assess their level
of satisfaction as patients using the Client Satisfaction
Questionnaire (CSQ-8).

METHODS

This study had a cross-sectional design. Data was collected
during six months.

After the start of the COVID-19 pandemic in 2019, all patients
with psychiatric disorders who had enrolled in the previous
two years using the HIS software were informed via text
message and phone calls by the department of electronic
medical record about the availability of online psychiatric
services for the purpose of consultation and follow-up,
with the goal of minimizing instances of discontinuation
of ongoing psychiatric treatment.

Those patients, who had until then been consulted in-
person at the Department of Psychiatry, were asked to
download the mobile application of the HIS from Google
Play store and advised to log in with their registered mobile
number or with their old registration number, which had
already been sent to them via text messages. Following
that, the patient was instructed to book an appointment
with their consulting psychiatrist from Monday to Saturday
between 9 am and 2 pm.

The DigiDoctor App of HIS was designed and developed
by Criterion Tech Pvt Ltd. This App covers most aspects
related to patient care, from the registration of patient,
to out-patient department (OPD)/in-patient department
(IPD) care, and follow-up. This involves the registration of
patients, patient sociodemographic and clinical details,
options for offline and online (video) consultation, lab
reports generation, imaging reports generation, billing,
pharmacy, referrals to other specialists, prescription filling,
and dietary management for each patient.

After the launch of online psychiatric services/
telepsychiatry, an influx of patients seeking follow-up care
ensued. The recruitment of patients as per the study protocol
began on March 1, 2021 and ended on August 30, 2021.



Through the psychiatrist on duty, on three specified days
(Monday, Wednesday, and Friday), all scheduled patients
seeking online consultation were screened as per the
predesigned selection criteria. During the assessment, the
on-duty psychiatrist was advised not to wear a face mask
or headgear while conducting the online consultations. This
was in keeping with the view that masks might conceal
facial expression, scramble a voice, or negatively affect the
quality of the consultation, which would be an important
factor in determining the level of satisfaction of the patient.
This was made possible by sanitizing the rooms where
OPD videoconferencing was taking place and requiring
only one individual in the room at a time, so as to avoid
contact/spread of COVID-19. No such instructions were
applied to patients/informants.

Atotal of 110 patients were screened, out of which 10 were
excluded during the study procedure. Of the excluded
patients, 6 refused to provide verbal consent while the
remainder had comorbid substance abuse disorders.

Inclusion criteria: (a) a patients with follow-up cases of
major depressive disorder, bipolar disorders, anxiety
disorders, obsessive compulsive disorder, or tension-type
headaches with subsyndromal psychiatric symptoms who
had undergone in-person face-to-face consultation at the
Study Center and were willing to provide verbal consent
to be part of the study and (b) reliable family member/
overseers.

Exclusion criteria: patients with mental retardation,
psychosis (acute psychosis, schizophrenia, mood disorder
with psychosis), substance-abuse disorders, bipolar disorder
current episode mania, and lacking a reliable family
member/overseer. Patients who refused to provide verbal
consent were also excluded.

Patients between 18-60 years of age, males and females,
who met the inclusion criteria were selected for further
assessment after providing verbal informed consent.
The informed consent form designed for the study was
approved by the Ethics Committee of the Study Center,
where it was mentioned that, due to the ongoing COVID-19
pandemic, the only way to secure the informed consent
was through a verbal response by the participant, after
the participant had been made to read and understand
the risks and benefits of the study.

After a participant had provided her/his verbal consent
to be included in the study, a text message stating 'You
have given your informed consent to participate in the
study’ was sent to their mobile phone number for record
purposes. The recruited patients had been promised that
after completing the research study and after the lockdowns/
isolation orders had been lifted, they would be allowed
to choose between in-person and online consultations.
Patients were also informed that regardless of whether
they completed the study, neither their right to both types
of consultations nor the management protocol for their
illness would be affected in the future.

As per scheduled appointment, a psychiatrist consulted
the patient remotely using the HIS software mobile
application. The duration of each consultation was set at
15-20 minutes. The consultation protocol consisted in an
adequate psychiatric assessment that included history,
a brief mental status examination, psychoeducation and
professional advice, and prescription of medications.
During the online consultation, patients were probed by
the Psychiatrist. A semi-structured proforma was used
to collect information regarding the socio-demographic
and clinical profiles of the patient. After completion of
the very first online consultation, the patient was given
a second online appointment for follow-up consultation,
usually 2 weeks later. On the second scheduled online
follow-up consultation, besides the assessment of any
clinical progress, the Client Satisfaction Questionnaire-8
(CSQ-8) scale [14] was administered by the Psychiatrist
to gauge the level of satisfaction of the patient with the
online psychiatric services/telepsychiatry experience.
The reason the CSQ-8 was introduced during the second
scheduled online consultation was that the two-week
time interval allowed the patient to become familiar with
the technical aspects of online provision of psychiatric
services, and his level of satisfaction with such a service
could reasonably be assessed. Thus, the patient was now
in a better position to use the CSQ scale to rate the quality
of the service provided him. In theory, it is reasonable to
assume that patient satisfaction after the first appointment
may not be as high as that after the second appointment,
when the patient is expected to have become comfortable
and more familiar with the online delivery of psychiatric
services.

The CSQ-8 has shown high internal consistency, along
with high reliability and relevance [12]. Patients’ responses
were recorded on an eight-point Likert scale, and the



scoring was categorized as low satisfaction (8-20), medium
satisfaction (21-26), and high satisfaction (27-32).

The semi-structured proforma for the collection of patient-
related data and CSQ-8 scores were converted into Google
Forms for an easier and contactless assessment of the
recruited patients. Patients’ data were converted in the Excel
format for an analysis of the results. Relevant statistical tests
were used to analyze the data; e.g., continuous variables
were analyzed using Pearson correlation coefficients;
means and standard deviations were compared using
the unpaired t-test and One-way ANOVA.

RESULTS

The sample consisted of 100 patients, of which 40 suffered
from major depressive disorders (MDD); 31 — from anxiety
spectrum disorder (ASD); 18 — from obsessive-compulsive
disorder (OCD), and 11 patients — from tension-type
headaches with subsyndromal depressive symptoms.
The average age of the sample was 31.0£11.56 (95%
Cl: 28.71 to 33.29).

Although there was a positive correlation between the age
of the patient and level of satisfaction, it was weak and
insignificant (Pearson correlation 'r'=0.16, df=02, P=0.12).
Further, there was an approximately equal male/female
ratio in the sample, with the mean CSQ-8 score of males
being around 20.75+5.73 and that of females being around
21.3046.01. Statistically, there was no significant difference
in the level of satisfaction between the male and female
participants (t=0.46, df=98, P=0.65). Similarly, there was
no difference in the level of satisfaction as per religion
(t=1.0399, df=98, P=0.31), marital status (t=1.36, df=98,
P=0.18), years of formal education (F=2.18, df: 02, P=0.12),
occupation (F=0.40, df=02, P=0.68), or type of family setup
(t=0.30, df=98, P=0.76). The other socio-demographic
variables where the level of satisfaction significantly differed
were place of residence and income level. Patients from
urban areas were more satisfied than those in rural areas
(t=2.32, df=98, P=0.02), and, similarly, patients in the low-
and higher-income groups were more satisfied than
those in the middle-income group (F=4.04, df=02, P=0.02).
The sociodemographic characteristics of the sample are
displayed in Table 1.

The mean total CSQ-8 score of the sample was
21.01+5.80 (range: 8-32; 95% Cl: 19.85 to 22.17), which

meant a moderate level of satisfaction with the online
delivery of psychiatric services/telepsychiatry. The majority
of patients (45%) reported low satisfaction with online
psychiatric services (16.16+4.11; 95% Cl: 14.92 to 17.39),
while 37% reported moderate satisfaction (22.73+1.3; 95%
Cl: 22.29 to 23.16). Only 18% reported a higher level of
satisfaction (29.61+2.03; 95% Cl: 28.60 to 30.62). One-way
ANOVA was utilized to analyze the differences between
these three levels- lower, moderate, and higher levels
of client satisfaction. The analysis revealed a statistically
significant difference between the three groups’' means+
(F=138.58, P=0, DF=2) Table 2.

Each portion of the CSQ-8 scale was ranked from highest
to lowest toillustrate in which area the patients were most
satisfied and in which they were least. The highest satisfaction
rates were observed when the patient was asked “If you were
to seek help again, would you come back to our service?”(72%)
and “If a friend needed similar help, would you recommend
our service to him or her?” (67%), followed by the question
“to what extent has our service met your needs?”, for which
52% of patients recorded satisfaction. In addition, 52% of
patients answered positively when asked “Did you get the
kind of service you wanted?", but only 42% said they were
satisfied with the amount of help received when asked
“How satisfied are you with the amount of help you received?”.

The lowest satisfaction level came with the question “Have
the services you received helped you to deal more effectively
with your problems?”in the last two weeks, to which 61% of
patients responded in the negative, followed by 55% of
patients responding in the negative to the question “How
would you rate the quality of service you received?”. Some 53%
of patients said that they were not satisfied or somewhat
satisfied when asked “In an overall, general sense, how
satisfied are you with the service you received?”. (Table 3)

DISCUSSION

To the best of this author’s knowledge, this is one of the
few studies on the level of patient satisfaction with online
psychiatric services in India. The study indicates that
the majority of patients have a moderate-to-low level of
satisfaction with online psychiatric services/telepsychiatry.
This finding is in line with another study from India which
revealed that although clinicians’ satisfaction is higher
as regards online psychiatric services, patients’ level of
comfort and satisfaction with such services remain low [12].
Similarly, a recent study comparing telepsychiatry with
in-person consultation of patients with substance-use



Table 1. Sociodemographic Details of Patients and its relation to CSQ-8 (n=100)

Characteristic Statistic Mean CSQ+SD Statistics
31.0£11.56; 21.01+5.80; *
: 95% Cl: 28.71 to 95% Cl: 19.85 to r=0.16.
Mean Age+SD (Range) in years 33.20; 2217 df=98
R: 14-68 R: 8-32 P=0.12
Gender
20.75+5.73 w*
Male >3 t=0.4623
df=98
Female 47 21.306.01 P=0.65
95% Cl: -2.87 to 1.79
Religion
. 21.43+5.86 *x
Hindu 68 t=1.04
df=98
Muslim 32 20.13+5.79 P=0.31

95% ClI: 1.18 t0 3.79

Marital Status

*%

Married 62 21.63£5.82 136
df=98
Unmarried 38 20.045.81 p=0.18

95% Cl: -0.75 to 4.01

Place of residence

*%

Urban 62 22.05+5.24 t=2.32
df=98
P=0.02

Rural 38 19.32+6.42 95% CI- 0.40 t0 5.07

Education

Up to 08 Years 35 2.4571+1.1464 o
F=2.18

Up to 12 Years 35 2.6286%0.7702 P=0.12

Graduation & above 30 2.9333+0.7849 df: 02

Occupation

Homemakers & Unemployed 33 20.58+7.0 *kk
F=0.40

Employed 40 21.65+5.34 P=0.68

Students 27 20.60+5.07 df=02

Type of family

int 32 20.75:7.62 **

Join . . £=0.30
df=98

Nuclear 68 21.13:4.85 P=0.76

95% Cl: -2.88 to 2.11

Total monthly family income (Indian rupee)

<10,000/- 50 22.18+5.99 ok

F=4.04
10,001-20,000/- 31 18.6145.82 P=0.02
> 20,000/- 19 21.84+4.34 DF: 2

Note: * Pearson Correlation; ** Unpaired t-test; *** One-way ANOVA.
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Number of

S.no | Score Range Level of satisfaction
cases
1. <20 Low satisfaction 45
2. 21-26 Medium satisfaction 37
3. 27-32 High Satisfaction 18
Total Score

g G2 (Overall Satisfaction) 100
S. no Domains
1. How would you rate the quality of service you received?
2. Did you get the kind of service you wanted?
3. To what extent has our service met your needs?
4 If a friend needed similar help, would you recommend our

’ service to him or her?
5 How satisfied are you with the amount of help you

’ received?

Have the services you received helped you to deal more
6. ) .
effectively with your problems?

7 In an overall, general sense, how satisfied are you with the

' service you received?
8 If you were to seek help again, would you come back to

our service?

Mean Total Score+SD (Range)

disorders in India revealed a lower level of therapeutic
relation, empathy, and satisfaction with teleconsultation
than with in-person consultation [11].

On the contrary, another Indian study that assessed the
satisfaction level of psychiatric patients with telepsychiatry
pre-COVID-19 revealed a higher level of patient satisfaction
[16]. Similarly, studies in developed nations assessing patient
satisfaction with telepsychiatry have also revealed higher
levels of patient satisfaction [9, 10, 17, 18]. The ability of
people from developed nations to effectively use digital
technology may be the reason for this.

However, the findings of the studies conducted to assess
the level of patient satisfaction in face-to-face psychiatric
consultation are in contrast with the present study, which
has revealed an above-average level of satisfaction (50-65%)
[7, 8]. The level of satisfaction also varies with the diagnostic

Statistics

MeanxSD (One way ANOVA)

16.16+4.11

(95% Cl: 14.92 to 17.39)

22.73+13 E’_\\’,ZIEZ:. 2)38'58

% C| :

(95% Cl: 22.29 to 23.16) DF 2

29.61+2.03

(95% Cl: 28.60 to 30.62)

21.0145.84

(95% Cl: 19.85 to 22.17)

Score (number of patients) Mean+SD

; 5 3 4 (95% Cl)
2.66£0.92

10 35 34 21 (2.48 t0 2.84)
2.48+0.97

19 29 37 15 (2.29 t0 2.67)
2.5+0.95

15 37 31 7 (2.31 t0 2.69)
2.81+1.06

17 16 36 = (2.60 to 3.02)
2.38+0.98

20 38 26 16 (2.19t0 2.57)
2.65£0.87

1 28 46 15 (2.48 0 2.82)
2.5740.92

13 34 36 17 (2.39 t0 2.75)

. i 2 o 2.96+0.94

(2.77 t0 3.15)

21.01+5.84 (8-32)
95% Cl: 95%ClI: 19.85 to 22.17

category, as it was highest for patients with depression,
followed by those with anxiety and bipolar disorder. It was
lowest for patients with schizophrenia [7]. In the present
study, the level of client satisfaction was assessed for
people with neurotic disorders only, and due to the smaller
number of patients in each diagnostic subgroups, intra-
diagnostic differences in the level of client satisfaction
were not analyzed.

Moreover, the satisfaction level of patients with
telepsychiatry also turned out to depend on the psychiatrist's
satisfaction with telepsychiatry [19]. Studies that have
assessed the level of satisfaction have revealed that
clinicians are more satisfied with the online delivery of
psychiatric services than patients are [9, 12].

Arecentreview revealed that telepsychiatry was adopted
as the platform of choice to provide mental health services



to patients with pre-existing mental health disorders during
the COVID-19 pandemic, but that there is a limited amount
of information comparing the benefit and feasibility of
telepsychiatry over face-to-face consultation [2].

In the present study, sociodemographic factors did not
show correlation with the level of satisfaction, except for
the fact that the patients from an urban background were
more satisfied than those from a rural background, while
patients in the lower and higher income groups were
more satisfied than those in the middle income group.
The reason may be that patients from an urban background
are more aware of and may have had prior exposure to
online psychiatric services or telemedicine in general.
Why patients in the lower income group reported high
levels of satisfaction is unclear, but it may be that during
the COVID-19 pandemic, these were the patients who
could least afford convenience and, hence, a free online
consultation may have been a valuable option for them.
This finding is in contrast with a recent study conducted
in a developed country which revealed that younger age,
female gender, and first-time-visitor patients are associated
with a lower level of patient satisfaction [18]. The present
study did not include naive patients.

In the present study, various unexplored factors could
have been responsible for the moderate-to-low satisfaction
levels with online psychiatric services/telepsychiatry we
uncovered, as this is an emerging practice in developing
nations like India. Likewise, there is a lack of awareness
among the general population as to how to contact and
seek consultations from clinicians through online platforms.

In the present study, despite the moderate-to-low
satisfaction level with online delivery of psychiatric
services, more than half of the patients agreed that they
received the kind of service they wanted, and that online
psychiatric services provided the approximate extent
of help they needed. Fortunately, about two-thirds of
patients agreed to recommend our online services to
friends/acquaintances and were also ready to again seek
help for themselves. It is a hardship for many patients to
travel miles for a consultation that lasts a few minutes,
especially for a follow-up, when the patient is stable on
prescribed medication. In that scenario, telepsychiatry could
be a lifeline [19]. Hence, referred satisfaction to friends
or another patient may be understood to be the highest.

Overall, 53% of the patients in our study reported being
either not or less satisfied. This may be due to the fact that
about 61% of them reported that the consultations received

from online psychiatric services providers were either
marginally or ineffective in dealing with their problems.
Further, 55% of effective patients had a negative view of
the quality of online psychiatric services.

The other reasons for the low levels of satisfaction with
online delivery of psychiatric services may be the culture.
Generally, patients in South Asian countries do prefer to
see clinicians in person for a physical examination of their
ailments, at least through touching or looking at them;
e.g., palpation of radial arterial beats, chest auscultation,
etc. This may be due to the ancient cultural belief in the
general population that clinicians are second-to-God, as
they possess the healing touch/eyes, beside the medications
they prescribe. Although there is a lack of research on the
subject, the presumed consensus in the general population
regarding the satisfaction that comes from being consulted
in person is that the patient should be seen and listened
to by the naked eye/ear and in person, and so, he must
be physically examined. These cultural beliefs regarding
medical consultation seem to have positive psychological
effects on patients and their families and may also be
responsible for the higher levels of patient satisfaction
regardless of the afferent medical benefits during in-
person face-to-face consultations.

The important characteristic of this study is that it was
conducted using a mobile-based application, which not
only provided audio consultation (telephonic) between
patients and Psychiatrists, but also audio-video consultation,
where patient and psychiatrist could interact as during
a face-to-face physical consultation. Theoretically, the
videoconferencing practiced in the present study is thought
to be more satisfying for both the patients and psychiatrists.
What is more, in the present study, consultations were
conducted by psychiatrists for the need of patients, along
with simultaneous assessment of patients’ satisfaction.
This was not simply a survey where patients were invited,
after undergoing a procedure, to rate their satisfaction with
the said procedure. We also assessed patient satisfaction
upon the second consultation, not upon the first one. This
might have given patients time to assess in details the
different aspects of teleconsultation before being able to
appropriately rate the procedure in the different portions
of the CSQ-8 scale.

Although this is an important area of investigation, since
teleconsultation is becoming a more common means



of providing psychiatric services, the sample size was
arbitrarily chosen and most subjects had diagnoses of
anxiety disorder, depression, OCD, etc; hence, the findings
could not be generalized, as the nature of these disorders
may themselves influence the responses to the satisfaction
questionnaires. Furthermore, this case may not reflect
the regular psychiatric population covering a variety of
diagnoses. In addition, the sample consisted of people
with follow-up cases only, which may have been biased
towards online psychiatric services based on their previous
experience of in-person consultation. Also, there is a real
possibility of falsely interpreting the emotional response
and facial expression of the patient being consulted
through videoconferencing by the interviewing psychiatrist,
as compared to in-person consultation. This possible
erroneous perception by psychiatrists may also stand in
the way of an appropriate reciprocation of satisfaction
and emotional response from patients. Unfortunately,
CSQ-8 was used for research purposes only in this study
and had not previously been used at the Center to study
a similar sample, making it impossible to compare data on
patients’ levels of satisfaction with traditional and online
consultation. There was also no data that could allow us
to compare physician and patient levels of satisfaction
(although there was an oral positive response from the
consulting physician after completion of the study, and
it was not scored on the standardized satisfaction scale).
Hence, these results are clearly not sufficient for a discussion
and comparison with data from other studies.

CONCLUSION

Despite psychiatrists' ability to provide an adequate psychiatric
assessment, professional advice, and psychoeducation
in this study, the patient level of satisfaction remained
stuck at moderate-to-low. Although online consultation
appeared to partially meet patient expectations in this
study, there appears to be a need to develop guidelines
around telepsychiatry that could help improve the
level of client satisfaction before the procedure can be
introduced in routine practice, given that awareness about
online consultation has now been raised in the Indian
population.
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ABSTRACT

Computational psychiatry is an area of scientific knowledge which lies at the intersection of neuroscience,
psychiatry, and computer science. It employs mathematical models and computational simulations to shed light on
the complexities inherent to mental disorders.

The aim of this narrative review is to offer insight into the current landscape of computational psychiatry, to
discuss its significant challenges, as well as the potential opportunities for the field's growth.

The authors have carried out a narrative review of the scientific literature published on the topic of
computational psychiatry. The literature search was performed in the PubMed, eLibrary, PsycINFO, and Google Scholar
databases. A descriptive analysis was used to summarize the published information on the theoretical and practical
aspects of computational psychiatry.

The article relates the development of the scientific approach in computational psychiatry since the mid-1980s.
The data on the practical application of computational psychiatry in modeling psychiatric disorders and explaining the
mechanisms of how psychopathological symptomatology develops (in schizophrenia, attention-deficit’/hyperactivity
disorder, autism spectrum disorder, anxiety disorders, obsessive-compulsive disorder, substance use disorders) are
summarized. Challenges, limitations, and the prospects of computational psychiatry are discussed.

The capacity of current computational technologies in psychiatry has reached a stage where its integration
into psychiatric practice is not just feasible but urgently needed. The hurdles that now need to be addressed are no
longer rooted in technological advancement, but in ethics, education, and understanding.

AHHOTAL WA

BeluvcnntensHasa ncmxmaTtpua — 370 obnactb Hay4HbIX 3HaHWA, KOTOpadA HaxognTtca Ha nepeceyvyeHnn
He|7|p0HayK|/|, ncnxmaTpumnm mn I/IHq)OpMaTI/IKI/I, NCNonb3yrLlad MmateMaTnyeckmne Mojenn n BbIYNcinTeibHble CMMYNALUnn
ANA NOHNMaHNA NMeRLWLINXCA CNIOXXHOCTeV B MOAENNPOBaHNN NCNXNYECKNX paCCTpOVICTB.

Llenb gaHHOro HappaTuMBHOro 063opa — AaTb NpejcTaB/ieHne O TeKyLlieM MooXeHUN Aen B obnactu
BbIYNCANTENBHON NCUXMATPUN, 0BCYANTL ee CyLLeCTBEHHbIE BbI30BbI, @ TakxXe NoTeHUMaAbHble BOSMOXHOCTL ANS
pa3BuTKSA 3TOM 0bnacTu.



ABTOpbI MPOBEV 0630p HayUYHOWN TNTepaTypbl, ONyOANKOBAHHOW NO TeMe BbIYUCIUTENBHON NCUXNATPUN.
Mounck nnTepaTypbl NpoBoAnAcs B 6asax AaHHbIx PubMed v eLibrary. ins 0606LeHMs ony6aMKoBaHHON MHGOpMaLmn
0 TEOPETUYECKMX U MPAKTUYECKMX acrnekTax BblYNCINTENIbHOM NCUXMaTpUKM 6b11 MCNO/b30BaH onuvcaTenbHbI aHanms.

B CTaTbe ONUCaHO Pa3BUTME HAYYHOTO NOAX0AA B BbIUNCAUTENBbHOM NCUXMATPUK € cepemnHbl 1980-x
rofoB. O606LLeHbI JaHHbIE O MPAKTUYECKOM MPUMEHEHWN METOAOB BbIUNCNTENBHOW NCUXMATPUW AS MOAENPOBaHUSA
NCUXNYECKNX PACCTPOCTB N 06BACHEHMS MEXaHW3MOB Pa3BUTUS MCUXOMNATONOTMYECKOl CUMMNTOMATUKN (Npw
LWn30dpeHnn, cuHapomMe AeduLimta BHUMaHUA/TMNepakTUBHOCTY, PacCTPOCTBaX ayTUCTNYECKOrO CNeKTPa, TPEBOXHbIX
paccTpoicTBax, 06CeccMBHO-KOMMYIbCUBHOM PACcCTPOACTBE, pacCTpOCTBax BCIeACTBIME YNOTPebaeHWst CUX0aKTUBHbIX
BeLecTB). O6CyxAatoTcA NpobaeMbl, OrpaHNYeHNs 1 ByayLe NepcnekTUBLI BblYNCIUTENBHON NCUXMATPUK.

BO3MOXHOCTV COBPEMEHHbIX BbIUNCANTENBHBIX TEXHONOTWIA B NCUXMATPUM AOCTUFAN TOW CTaguu,
Korga ux MHTerpaums B NCUXMaTpUYecKyto NpakTUKy He TOIbKO BO3MOXHA, HO U KpaiiHe Heobxogunma. MpensTcTeums,
KoTOpble ceiiyac He0bxoAMMO NPeosoNeTb, CBA3aHbI He C TEXHOIOMMYECKMM MNPOrpeccomM, a € STUKON, 0bpasoBaHmeM

1 MOHVIMaHVIEM TEXHOJIOTUA.

INTRODUCTION

Computational psychiatry (CP), a rapidly evolving field,
is often defined in various ways across the literature.
For the purposes of this review, we align with the
definition proposed by Montague et al., viewing CP as
an interdisciplinary field that leverages mathematical
models and computational algorithms to understand,
predict, and enhance mental health [1]. This broad scope
encompasses the modeling of neurobiological processes,
the application of machine learning in the predicting of
psychiatric states, and the development of computational
tools to aid clinical practice. Under this umbrella, ‘aspects
of computational psychiatry’ in our review refer to any
research or applications that employ these approaches
in the study of mental health.

In this narrative review, we aim to offer an insight into
the current landscape of CP, discussing its significant
challenges, as well as the potential opportunities for
the field’s growth. By highlighting the essential role of
interdisciplinary collaboration and ethical safeguards, we
hope to contribute to the ongoing discourse surrounding the
responsible development and application of computational
approaches in psychiatry.

Itis important to stress that overcoming these challenges
will be a demanding, yet crucial endeavor. The potential
of computational psychiatry to transform mental health

care inspires us to confront these obstacles and facilitate
the field's progression with care, diligence, and due
consideration for ethical implications.

METHODS

The authors have carried out a narrative review of the
scientific literature published on the topic of CP. Both
theoretical articles and published research results up to
and including May 2023 were considered in the review.
The literature search was performed in the PubMed
and eLibrary databases, as well as PsycINFO and Google
Scholar to ensure a comprehensive review. The following
keywords were used to search for the scientific literature:
“computational psychiatry”, “digital psychiatry”, “digital

"o

mental health”, “computers in psychiatry”, “artificial

intelligence in psychiatry”, “Al in psychiatry”, “machine
learning in psychiatry”.

The evaluation of articles was performed by two
independent reviewers, who assessed the publications
based on predefined inclusion and exclusion criteria.
Any disagreements between the reviewers were resolved
through discussion until a consensus was reached. Articles
were deemed to fulfil the inclusion criteria if they focused
on aspects of CP and the full text of the article was available
to the authors. In addition to articles, books that proved
significant contributions to the field were also considered.



Additional search was conducted in the reference lists of
the articles included in the analysis.

A descriptive analysis was used to summarize the
published information on the theoretical and practical
aspects of CP. In total, our review includes 54 publications,
providing a broad overview of the current state of CP.

RESULTS

In our exploration of the field of CP, we have identified
several key themes that recur in the literature. These themes
include the definition and scope of CP, the challenges and
ethical considerations it presents, the role of interdisciplinary
collaboration, the recognition and growth of the field, its
application to specific psychiatric disorders, and potential
future directions. These themes provided the framework
for our discussion of the literature and helped to highlight
the key points made by various authors. In the following
sections, we present a summary of our findings for each
theme, aiming to provide a balanced overview of the
current state of CP.

Computational psychiatry is an emerging interdisciplinary
field that aims to integrate computational modeling,
empirical data, and theoretical insights from various fields,
such as psychology, neuroscience, computer science, and
mathematics, in order to better understand psychiatric
disorders and their underlying mechanisms[1, 2]. The central
goal of this field is to develop quantitative models that
can link neurobiological processes, cognitive functions,
and clinical symptoms to improve diagnostic accuracy,
identify novel therapeutic targets, and predict individual
treatment responses [3, 4].

To achieve these aims, CP researchers employ a variety of
approaches, including reinforcement learning [5], Bayesian
inference [6], dynamical systems theory, information theory
[7, 8], and large-scale data analysis and network modeling
[9, 10]. These approaches help in the investigation of the
complex and dynamic nature of psychiatric disorders,
dysfunctions in learning and decision-making processes,
and the interactions between different brain regions and
genetic and environmental factors.

Akey challenge in CP is to develop computational models
that effectively reproduce the complexity of psychiatric
disorders and account for individual differences in
symptomatology and treatment response [11]. This process
often follows a generalized schema that includes stages

such as data collection, preprocessing, modeling, testing,
interpretation, and ethical considerations. A detailed
illustration of this process can be found in Figure 1.

The integration of various computational approaches can
enable researchers to develop more sophisticated models
and test specific hypotheses regarding the mechanisms
underlying psychiatric disorders [12]. Moreover, CP
benefits from advances in machine learning and artificial
intelligence (Al), providing novel ways to analyze and
interpret complex psychiatric data and offering potential
avenues for personalized treatment [13]. The application of
computational approaches to neuroimaging data further
advances our understanding of the neural basis of various
psychiatric disorders [14].

The success of CP ultimately depends on close collaboration
between computational scientists, neuroscientists, and
clinicians, as well as the development of rigorous model
validation and evaluation techniques [15]. By providing
a quantitative framework for understanding mental
disorders, CP helps to bridge the gap between clinical
observations and neurobiological mechanisms, ultimately
contributing to the development of more targeted and
effective interventions [2, 16].

Interdisciplinary collaboration is a cornerstone of CP, as
it blends insights from various fields such as psychology,
neuroscience, computer science, and mathematics
to better understand psychiatric disorders and their
underlying mechanisms [1, 2]. This cooperation is not
without its challenges. For instance, the integration of
different methodologies and theoretical frameworks can
be complex and requires a deep understanding of multiple
disciplines [16]. However, the potential benefits of such
teamwork are significant: it allows for the development
of more comprehensive models of psychiatric disorders,
which can lead to improved diagnostic tools and treatment
strategies [17-19].

Moreover, interdisciplinary efforts extend beyond the
scientific community. They also involve the education and
training of mental health professionals. This includes not
only equipping them with the necessary computational skills,
but also fostering an understanding of the potential benefits
and limitations of computational approaches [20-22].

The essence of interdisciplinary work in CP is also reflected
in the research practices within the field, especially in the
context of omics technologies. These include genomics,



Preparation: Defining the goals and parameters of the research, including
selecting relevant variables and metrics.

Gathering: Collecting clinical data, neuroimaging, genetic samples, and other
relevant data from patients and control groups.

Noise and Artifact Removal: Elimination of noise and artifacts.
Normalization and Standardization: Standardizing and normalizing the data.
Handling Missing Values: Dealing with missing data.

Algorithm Selection: Determining the suitable algorithm or combination of
methods (e.g., machine learning, statistical analysis).
Data Splitting: Dividing the data into training and testing sets.

Training: Training the model based on the selected algorithm, using training data.
Tuning: Optimizing the model's parameters to enhance its efficiency and accuracy.

Evaluation: Assessing the model using test data.
Cross-Validation: Possibly using cross-validation to gauge the model's reliability.

Analysis: Analyzing results to identify significant patterns and insights.
Integration: Integrating the model into clinical practice to improve diagnosis,

prediction, and treatment.

Recording: Documenting all steps and results for reproducibility.
Communication: Communicating the results with other specialists and potentially
publishing in scientific journals.

Confidentiality: Ensuring patient data's confidentiality and security.
Compliance: Adhering to all regulatory and ethical standards in the research.

as well as emerging fields such as lipidomics, proteomics,
and transcriptomics. Polygenic disease genetics, for
example, is one of the omics models, with approaches
like polygenic risk scores at the forefront. The application
of these multimodal approaches, in conjunction with big
data analysis, is mainstream in computational research,
significantly contributing to the modeling of mental
illnesses [23-26]. This integrative approach is essential
for the advancement of CP and its application in clinical
practice [27-29].

Despite the promising potential of CP, the field faces several
intricate challenges. One primary hurdle is the development
and interpretation of computational models that accurately
reproduce psychiatric disorders, accounting for individual
differences in symptomatology and treatment response
[11]. Integration of various computational approaches
can lead to more sophisticated models but brings forth
difficulties in double-checking, verification in independent
studies, comparison in multi-center studies, and across



populations, possibly resulting in inaccurate or tainted
conclusions [30].

Furthermore, mathematical models, particularly those
using big data and machine learning, calculate probability
values, such as risk degrees [31]. Misunderstanding these
probabilities can lead to societal judgments, especially
when personal data leakage occurs, equating risk with
diagnosis and potentially leading to stigmatization [32].

The complexity of these models also necessitates the
development of stringent guidelines and standards, which
becomes crucial in the context of CP [33]. The preconceptions
and apprehensions surrounding computational technologies
must be overcome. Emphasizing model transparency
and biological plausibility can facilitate more widespread
acceptance and use [11, 12]. Addressing these challenges,
including ethical considerations, will be vital for the continued
growth and success of CP in mental health care [28].

Computational psychiatry, lying at the intersection of
neuroscience, psychiatry, and computer science, has been
recognized as a significant area of scientific knowledge
since the mid-1980s [1, 17]. Despite the complexities and
challenges associated with the integration of computational
technologies into practical healthcare, the field has seen
substantial growth over the past few decades [34].
The evolution of CP heavily relies on the synergy between
computational scientists, neuroscientists, and clinicians.
This interdisciplinary collaboration is essential to develop
a comprehensive understanding of mental disorders,
improve diagnostic accuracy, identify novel therapeutic
targets, and predict individual treatment responses [1, 2, 16].

The potential of computational technologies in psychiatry
has been recognized since the pioneering work of Hedlund
etal. (1985) [34], who were among the first to highlight both
the potential and challenges associated with this integration.
Despite the more than decade that has passed since the
first mention of computational psychiatry in publications
[1], substantial changes in the field appear to be minimal.
However, the advancement of computational psychiatry
heavily relies on the synergy between computational
scientists, neuroscientists, and clinicians.

The recent integration of machine learning and Al into
computational psychiatry has only served to intensify this
sense of potential and novelty, offering unparalleled means
to dissect complex psychiatric data [13]. However, there

is still a palpable misunderstanding within both the literature
and professional communities about these technologies.
In particular, the apprehensions surrounding the utilization
of computers by specialists persist, including the use of
modern technologies in psychiatry education [21]. Despite
these challenges, the capacity of current computational
technologies has reached a stage where its integration
into psychiatric practice is not just feasible but urgently
needed.

Computational psychiatry has shown significant potential
in modeling and the understanding of various psychiatric
disorders. The application of computational methods has
been explored in the context of schizophrenia, attention-
deficit/hyperactivity disorder, autism spectrum disorder,
anxiety disorders, obsessive-compulsive disorder, and
substance use disorders [35-41].

In schizophrenia, the Jumping-to-Conclusions’ bias,
a tendency to make decisions based on insufficient evidence,
has been modeled using Bayesian principles [35]. Similarly,
the disruption of reward prediction errors in psychosis
has been linked to the substantia nigra/ventral tegmental
area [36]. In the context of negative symptoms, the failure
to represent the expected reward value of actions has
been explored using computational models [37].

In autism spectrum disorder, predictive coding
theories have been used to explain the social deficits
observed in these individuals [42]. Theories of anhedonia,
a core symptom of depression, have been mapped onto
reinforcement learning models [39].

In obsessive-compulsive disorder, specific frontostriatal
circuits have been identified that are associated with
impaired cognitive flexibility and goal-directed planning [43].
The tendency towards habitual behavior, a characteristic
of compulsive disorders, has been modeled using
computational methods [44].

In substance use disorders, the computational anatomy
of addiction has been explored, with a focus on the role of
uncertainty and anticipation in anxiety [45]. The application
of CP in these disorders has not only provided a deeper
understanding of their underlying mechanisms, but
also opened up new avenues for their diagnosis and
treatment [46, 47].

However, it is important to note that while these
applications have provided valuable insights, they also



highlight the complexity and heterogeneity of psychiatric
disorders. Each disorder presents unique challenges that
require tailored computational approaches.

Computational psychiatry is a rapidly evolving field with
immense potential for future growth. The integration
of computational technologies into psychiatric practice is
not just feasible but urgently needed [48]. The development
of more sophisticated mathematical models and
computational simulations will continue to improve our
understanding of mental disorders [49, 50].

The use of machine learning and big data in psychiatry
is expected to revolutionize the way we predict and treat
mental disorders [51]. Network analysis, for instance,
offers an integrative approach to the understanding of
the structure of psychopathology [52].

The field also faces challenges in terms of stigma and
social adaptation, particularly among patients with first-
episode schizophrenia [20]. The introduction of artificial
companions to older adults with cognitive impairment,
for example, may raise some concerns.

The future of CP also lies in interdisciplinary collaboration.
The integration of neuroscience, psychiatry, and computer
science will be crucial in advancing the field [34, 53].
The educational needs of mental health specialists will also
need to be addressed to ensure the successful integration
of computational methods into clinical practice [21-23].
Finally, the potential of computational psychiatry in genetic
research cannot be ignored. The identification of risk
loci with shared effects on major psychiatric disorders
represents a significant breakthrough in the field [54].

In conclusion, while the future of CP is promising, it
is also fraught with challenges.

DISCUSSION

Upon reviewing the literature concerned with the application
of computational technologies in psychiatry, one may
perceive an apparent impedance in its integration into
practical healthcare. Despite more than a decade since
the first mention of computational psychiatry in various
publications [1], substantial changes in the field remain
minimal. Nonetheless, the advancement of CP heavily
relies on the synergy between computational scientists,
neuroscientists, and clinicians. This interdisciplinary
collaboration is essential to develop a comprehensive
understanding of mental disorders and improve diagnostic

accuracy, as well as to identify novel therapeutic targets
and predict individual treatment responses. This potential
of computational technologies in psychiatry has been
recognized since the pioneering work of Hedlund et al.
(1985) [34], who were among the first to shed light on
both the potential and challenges associated with this
integration.

Reflecting on the evolution of CP, it's important to
acknowledge the revolutionary shift that has occurred
in the field. The advent of advanced computational tools
and the increasing acceptance of technology in research
have significantly expanded the capabilities of CP. This
shift has not only enabled researchers to explore new
avenues, but also to revisit existing concepts with a fresh
perspective. Despite its 30 years of progress, there is still
a palpable misunderstanding within both the literature and
professional communities about these technologies.
In particular, the tiptoeing around the utilization of
computers by specialists persist. The recent integration
of machine learning and Al into computational psychiatry
has only served to intensify this sense of potential and
novelty, offering unparalleled means to dissect complex
psychiatric data. However, this area of scientific knowledge
currently faces limitations as regards its development.
Revisiting the key points discussed in the results section, it's
clear that the field of CP is marked by its interdisciplinary
nature, the recognition and growth it has received, and
its application to specific psychiatric disorders. Each of
these aspects presents unique challenges but also hints
at potential future directions for the field. The discussion
of these key points in light of the extant literature not only
provides a comprehensive overview of the current state
of CP, but also sets the stage for future research.

Computational psychiatry has the potential to
transform mental health care, laying the groundwork
for personalized treatment approaches. The field of
psychiatry, unfortunately, has been stigmatized due
to limited understanding about the etiology of mental
disorders, as well as misunderstandings related to the
use of mathematical models. For instance, models that
calculate probability values, such as risk degrees, can be
misconstrued. When a personal data leak occurs or the
essence of risks and probabilities is misunderstood, the risk
of a mental disorder might be equated with a diagnosis,
potentially leading to further stigmatization [30-32, 55].
This lack of comprehensive knowledge is one of the factors
that fuel prejudice. Addressing this, CP strives to construct



more intricate models of mental disorders [53]. This
process requires the integration of a multitude of data
sources, including neuroimaging [48], genetics [54], and
behavioral data [1], and necessitates examining these data at
different levels of analysis, from the molecular to the cellular
and systems level [23]. This multi-modal and multi-level
approach empowers researchers to untangle the complex
interactions between the genetic [24], environmental [25],
and neurobiological factors [26] that contribute to the onset
and progression of psychiatric disorders. Importantly, this
approach also facilitates the identification of biomarkers
and endophenotypes [27], which can serve as essential
tools for early diagnosis, prognosis, and the deployment
of targeted interventions.

Ensuring the validity and reliability of computational
models is crucial for their successful application in clinical
practice. The discussion can emphasize the importance of
rigorous model validation and evaluation techniques, which
can help determine the accuracy and generalizability of
these models across diverse patient populations. Access to
large-scale, high-quality datasets is vital in this process, as
it enables researchers to thoroughly test and refine their
models based on real-world data. Encouraging the sharing
of data and resources among researchers can facilitate
model validation and promote reproducibility in CP.

The application of computational models in clinical
decision-making raises several ethical concerns that need to
be addressed. These include the potential for stigmatization
or discrimination against certain patient groups, breaches
of privacy, and misuse of sensitive patient data. It's crucial
to develop ethical guidelines and best practices to ensure
that computational psychiatry adheres to the highest
standards of patient care and confidentiality. Addressing
these concerns is key for building trust among patients
and clinicians and fostering the responsible growth of
the field.

Three major ethical concerns emerge within the realm
of computational methods in psychiatry, pertaining
to screening, diagnosis, monitoring of conditions, and
recommendations for therapy and rehabilitation. First,
the security of patients’ personal data is a significant issue,
albeit not unique to CP, as it extends to all digital workflows
[30, 31]. Second, the potential stigmatization of patients
is @ common concern across the psychiatric field, where
computational methods might inadvertently reinforce
stereotypes or misconceptions [32, 55]. Finally, the misuse
of sensitive information, which is closely related to the first

challenge, necessitates stringent measures to ensure data
privacy and integrity. These ethical considerations require
thoughtful attention and the development of guidelines
and best practices to foster responsible conduct in CP and
safeguard patients' rights and welfare.

The integration of CP into practical health care demands
specialized education and training programs. That being
said, it should be noted that in some countries psychiatrists
still harbor concerns about the use of computers by
professionals, including the use of modern technology
in psychiatry training [23]. Meanwhile, more and more
work is devoted to the reflection on the use of CP and
digital methods in the education of psychiatrists [22, 56],
noting both the possible advantages of this approach and
its limitations, primarily ethical ones. The research, in the
meantime, shows a high level of interest and demand in
young psychiatrists for education in psychiatry, including
scientific training [57], which may indirectly indicate the
potential success in targeting educational programs in
CP, specifically for this professional group. Education and
training programs on CP must foster interdisciplinary
collaboration, ensuring that specialists from various
fields can communicate effectively and understand the
common language of computational models and tools.
Special emphasis should be placed on training clinicians
to comprehend the applicability limits of Al-based
models, integrating these tools into existing practices
with consideration of data security measures and legal
aspects [22]. Moreover, it's essential to develop educational
programs for patients to demystify the capabilities and
limitations of computational psychiatry. This comprehensive
educational approach will not only bridge the gap between
computational scientists, neuroscientists, clinicians, and
patients, but also pave the way for a more coherent and
effective application of CP in mental health care.

Furthermore, enhancing the interpretability of models by
making them more transparent and biologically plausible
can foster their widespread adoption and improve their
clinical utility. This emphasis on transparency and plausibility
not only augments understanding, but can also contribute
to a reduction in the stigmatization of computational
psychiatry and its associated technologies.

It is important to also acknowledge the limitations and
challenges inherent in CP, such as the need for more
biologically plausible models, generalizability across diverse
patient populations, and the integration of different levels
of analysis. By identifying these limitations, the discussion



can outline potential future directions for the field, such
as refining existing models, exploring novel computational
approaches, and fostering interdisciplinary collaboration.
Addressing these challenges will be essential for the
continued growth and success of CP in improving mental
health care.

The main limitation of this article lies in its narrative
review format, as opposed to a systematic review. While
this approach allows for a broad overview of CP, it's worth
mentioning that potentially insightful articles that could
have offered a more comprehensive understanding may
not have been included in the search results. Therefore,
the scope of our review may be inherently limited by the
articles we have accessed. The breadth of the literature
reviewed is also a major strength of the article. The authors
hope that the literature review presented will generate
interest in CP among psychiatrists, which in turn could
lead to an increase in the number of studies in this field,
as well as a willingness from professionals to use CP
methodology in their work and clinical practice, which will
be an example of the practical application of the scientific
work done by the authors.

CONCLUSION

The field of computational psychiatry is a rapidly evolving
discipline that integrates computational modeling,
empirical data, and theoretical insights from various
fields such as psychology, neuroscience, computer
science, and mathematics. It aims to better understand
psychiatric disorders and their underlying mechanisms.
This interdisciplinary approach has led to significant
advances in the field, including the development of novel
diagnostic and therapeutic tools. However, the broad
scope of CP also presents several challenges. These include
the need for rigorous ethical guidelines to govern the
use of computational models in psychiatric research
and practice. The integration of computational methods
into psychiatric research also requires a high degree of
interdisciplinary collaboration, which can be challenging
to achieve in practice.

Despite these challenges, the field of CP has seen
significant growth and recognition over the past decade.
This growth is evident in the increasing number of
publications on the topic and the expanding range of
psychiatric disorders to which computational methods
are being applied. The application of computational
methods to specific psychiatric disorders has yielded

promising results. For example, computational models
have been used to better understand the neurobiological
mechanisms underlying disorders such as schizophrenia
and depression. However, further research is needed to
fully realize the potential of these methods in clinical
practice.

Looking forward, the field of CP holds significant potential
for advancing our understanding of psychiatric disorders
and improving patient care. However, realizing this potential
will require continued interdisciplinary collaboration,
rigorous ethical oversight, and ongoing research to refine
and validate computational models. While computational
psychiatry is a promising field, it is also a complex one, with
many challenges to overcome. However, with continued
research, collaboration, and ethical oversight, it has the
potential to significantly advance our understanding of
psychiatric disorders and improve patient care.
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Schizophrenia is a severe psychiatric disorder associated with a significant negative impact. Early
diagnosis and treatment of schizophrenia has a favorable effect on the clinical outcome and patient’s quality of life.
In this context, machine learning techniques open up new opportunities for a more accurate diagnosis and prediction

of the clinical features of this illness.

This literature review is aimed to search for information on the use of machine learning techniques in the prediction

and diagnosis of schizophrenia and the determination of its clinical features.

The Google Scholar, PubMed, and eLIBRARY.ru databases were used to search for relevant data.

The review included articles that had been published not earlier than January 1, 2010, and not later than March 31,
2023. Combinations of the following keywords were applied for search queries: “machine learning”, “deep learning”,
“schizophrenia”, “neural network”, “predictors”, “artificial intelligence”, “diagnostics”, “suicide”, “depressive”, “insomnia”,
and “cognitive”. Original articles regardless of their design were included in the review. Descriptive analysis was used

to summarize the retrieved data.



Machine learning techniques are widely used in the functional assessment of patients with schizophrenia.
They are used for interpretation of MRI, EEG, and actigraphy findings. Also, models created using machine learning
algorithms can analyze speech, behavior, and the creativity of people and these data can be used for the diagnosis
of psychiatric disorders. It has been found that different machine learning-based models can help specialists predict
and diagnose schizophrenia based on medical history and genetic data, as well as epigenetic information. Machine
learning techniques can also be used to build effective models that can help specialists diagnose and predict clinical
manifestations and complications of schizophrenia, such as insomnia, depressive symptomes, suicide risk, aggressive
behavior, and changes in cognitive functions over time.

Machine learning techniques play an important role in psychiatry, as they have been used in models
that help specialists in the diagnosis of schizophrenia and determination of its clinical features. The use of machine
learning algorithms is one of the most promising direction in psychiatry, and it can significantly improve the effectiveness
of the diagnosis and treatment of schizophrenia.

AHHOTAUMA

LLnsodpeHns ABAAETCS TXKeNbIM NCUXMYECKMM pacCTPOMCTBOM, KOTOPOE BeYeT 3a CO60M 3HaUMTeNbHbIe
HeraT/BHble MOCNeACTBUS. PaHHee BbisiBNeHMe LN30PPeHN 1 ee TledeHre 61aronpusTHO BAUAIOT Ha KITMHUYECKNIA
MPOrHO3 N KaYeCTBO XM3HW NaLMeHTa. B 3TOM KOHTeKCTe MeTOZbl MaLLMHHOMO 06yYeHs OTKPbIBAtOT HOBbIE BO3MOXHOCTH
Ana 6onee TOYHOW ANArHOCTUKM 1 MPOrHO3MPOBAHUSA KIMHUYECKMX 0COBEeHHOCTEeN AaHHOro pacCTPOMCTBa.

JaHHbI7 0630p NTEpaTypbl HanNpaBieH Ha NOUCK MHGOPMaLN O MPUMEHEHU METOAO0B MaLUMHHOMO 06yYeHNs
B MPOrHO3MPOBAHUN N ANArHOCTUKE LUN30PPEHNN U ee KINHUYECKMX OCOBEHHOCTEN.

Monck maTepmnana 6bin ocyLLecTsieH B 6a3ax gaHHbIX Google Scholar, PubMed, eLIBRARY.ru. B 0630p
BK/IHOYANINCh PaboThI, ONMy6/1MKoBaHHbIe He paHbLue 1 AHBaps 2010 1. 1 He no3xe 31 mapTa 2023 r. MNonckoBble 3anpochl

" ou " ou

dopmMMpoBanmce NyTemMm KOMOMHaLMK KTtoueBbIX c10B: “machine learning”, “deep learning”, “schizophrenia”, “neural
network”, “predictors”, “artificial intelligence”, “diagnostics”, “suicide”, “depressive”, “insomnia”, “cognitive”. B 0630p
BK/IIOYANNCh OPUTMHA/bHbIE NCCNeL0BaHNA HE3ABUCMMO OT UX AM3aiiHa. Ana 0606LweHns NoayYeHHbIX AaHHbIX

MCNOb30BasICa ONMMUCaTe/bHbIV aHanms.

MeTozbl MaLLNHHOIO 06yYeHS LLINPOKO NPUMEHSIOTCA B GYHKLIMOHANBHOWN AMarHOCTUKeE LWN30dpeHnm.
Nx ncnonb3ytoT B pacnosHaBaHUM AaHHbIX oT MPT, 33T, akTurpapum. Takxke MOAeN, CO3JaHHble C MOMOLLbIO
anropuTMOB MaLLVHHOrO 06y4YeHus, MOryT aHaNN3MpPoBaTh peyb, MoBeAeHMe, TBOPUECTBO Nt0Aei 419 4MarHOCTUKN
NCUXNYECKMX PACCTPONCTB. bblI0 YCTaHOBIEHO, YTO pa3nyHbIe MOAENN, MOCTPOEeHHbIe Ha OCHOBE MaLUVHHOro
0by4eHus, CNoCobHbI MOMOraTh CneLUmnanmMcTaM NPorHo3MpPoBaTh N ANArHOCTUPOBATE LUM30PPEHNIO, OCHOBbIBAsACh
Ha aHaMHeCTNYeCKOl, reHeTUYeCKOn, aNUreHeTnYeckon nHGopmaumm. MeTosbl MalLMHHOMO 0BYyYeHNs Takxe
yCNeLHo NPUMEeHSIIOTCS 419 NOCTPOEHNA MOAeNel, KOTOpPble CMOCO6HbI MOMOraTh CneumanmcTaM 4MarHocTpoBaTh
1 MPOrHO3MPOBaTh KANHNYECKME MPOABAEHNS N OCTIOXHEHUS LUM30PPEHNN, Takne Kak beCCOHHMNLA, JenpeccBHble
NPOSIBNEHNS, PUCK CyWLIMAA, arpeccuBHOe NoBejeHne, ANHAMNKA KOTHUTUBHBIX GYHKLNIA.

MpUMeHeHNe MeTOA0B MALLVHHOIO 06yUYeHUNst UTPaeT BaXHYHO POJb B MCUXMATPUM, C X MOMOLLbHO
pa3paboTaHbl MOAeNK, MOMOratoLLMe creLyanicTam B ANarHOCTUKe LWN30PeHNN 1 ee KIMHNYECKMX 0COBEHHOCTEN.
MNprYMeHeHne anropuTMOB MaLLVHHOIO 0BbyYeHNs ABAAETCH OAHUM U3 Hanbonee NepcnekTUBHbBIX HanpaBaeHWit
B NCUXMATPUM, 3TO MOXET 3HAUNTENIbHO MNOBbLICUTL 3GGEKTUBHOCTE ANArHOCTUKIA U NeYeHNs LUN30PEeHNN.



INTRODUCTION

The previous decades have been marked by rapid
developments in artificial intelligence (Al). The number of
scientific articles on the use of Al techniques is increasing.
Machine learning is a fundamental area of Al that allows
a computer to analyze data and extract information without
explicit programming. Unlike the traditional approach,
where it is necessary to write a special code to solve
a specific problem (e.g., determining an image of a cat),
in machine learning a model is generated with a large
amount of data (e.g., images of cats and images of non-
cats) and is allowed to “learn” based on this generated
data. Following that, the model is able to predict or aporton
new data (e.g., determine whether the new image is a cat)
that were not used in the original dataset [1]. In scientific
papers, machine learning is used as a tool with many
practical applications, including pattern recognition, data
analysis, event prediction, and much more [2, 3]. Models
created using machine learning techniques are used in
many fields of the sciences, such as physics, chemistry,
mathematics, economics (forecasting financial markets [4])
and in bioinformatics for the analysis of biological data,
such as genomes, proteomes, and metabolomes [5]. Models
created using machine learning techniques are also used
in medicine; they can help specialists in decision-making,
in diagnosing and predicting the development of diseases,
in monitoring patients’ health using mobile applications,
in predicting epidemic outbreaks, etc. [6-8].

Machine learning algorithms have also found use in the
diagnosis of schizophrenia. Schizophrenia is a chronic,
progressive psychiatric disorder with an incidence of 4 to
6 per 1,000 population. The prevalence of schizophrenia
is quite identical in females and males and is slightly higher
in residents of urban communities compared to residents of
rural areas [9-11]. The diagnosis of schizophrenia, according
to the DSM-5 criteria, is based solely on clinical signs [12].
This may make it difficult to accurately diagnose disorders
that are similar in some cases, such as schizophrenia
and autism spectrum disorders [13], or schizophrenia
and bipolar disorder [14]. To increase the likeliness of
a good prognosis and a high quality of life for patients
with schizophrenia, it is crucial to quickly and accurately
detect the clinical symptoms of the disease and prescribe
treatment in a timely manner [15, 16]. In the context of
schizophrenia, machine learning techniques open up new
opportunities for more accurate diagnosis and prediction of
the clinical features of the illness. One of the advantages of

using machine learning techniques is the ability to process
large amounts of data, as well as the ability to analyze
information that is diverse in nature [17]; e.g., individual
clinical manifestations, neuroimaging test findings, patient's
history data, genetic data, the patient’s voice, etc. Based on
these data, both diagnostic and prognostic models have
been generated. Diagnostic models help specialists identify
the disease more accurately, and prognostic models can
help predict the development course of schizophrenia [18],
as well as its clinical manifestations and complications,
including the risk of suicide [19]. Furthermore, machine
learning can help identify new biomarkers associated
with schizophrenia, which can improve our understanding
of the mechanisms underpinning this disorder and
contribute to the development of more effective therapeutic
methods [20, 21].

There has been a significant increase in the number of
studies that seek to evaluate the diagnosis of schizophrenia
and predict its clinical course using machine learning
techniques. However, the field is characterized by a
wide variety of topics and multiple publications, which
requires a systematic review of available information.
First, a literature review on this topic allows one to identify
the most effective machine learning techniques used to
predict and diagnose schizophrenia; second, it allows one
to also identify promising areas of future research into the
use of Al in psychiatry.

Thus, this literature review aimed to probe for information
on the use of machine learning techniques in predicting and
diagnosing schizophrenia and trying to identify its clinical
features, as well as generalizing data and identifying key
findings that can provide a better understanding of the
current state of research in this field.

METHODS

Scientific papers were searched in the Google Scholar,
PubMed, and eLIBRARY.ru databases, and the publications
included in the lists of references of thematic reviews were
also analyzed. Search queries included various combinations
of the following words: “machine learning”, “deep learning”,
“schizophrenia”, “neural network”, “predictors”, “artificial
intelligence”, “diagnostics”. The following keywords were
used to search for papers devoted to the identification of
the clinical features and complications of schizophrenia:
“suicide”, “depression”, “
keywords were combined to create search queries; e.g.,

nou

“machine learning”, “predictors” AND “schizophrenia”.

insomnia”, cognitive”. These



The review included studies into the use of various Al
technologies in the context of schizophrenia diagnosed
according to the DSM-IV, DSM IV-TR, DSM-5, ICD-10, and
ICD-11 criteria published no earlier than January 1, 2010,
and no later than March 31, 2023, without any language
restrictions. This time interval was chosen because of the
substantial increase in the number of publications on this
topic from 2010 to the present. The review included original
studies, regardless of their design, evaluating the use of
various machine learning techniques in the diagnosis of
schizophrenia and determination of its clinical features
in patients with both a first episode of schizophrenia and
the chronic form of the disease. Descriptive analysis was
used to summarize the retrieved data.

RESULTS

Based on the search results, 38 papers were included
in the review. Then the sections containing information
on the use of different Al technologies in the functional
testing (electroencephalography (EEG) and magnetic
resonance imaging (MRI), actigraphy) of patients with
schizophrenia, the analysis of their mental capacities
(speech, behavior, creativity), the evaluation of their history
and genetic data, as well as the prediction of complications,
outcomes of the disease, and its individual manifestations,
were determined. Each of the listed aspects of the use of
Al technologies is reviewed below.

In addition to psychiatric interviews and neuropsychological
testing, other investigative (EEG, MRI) techniques are used
in the diagnosis of schizophrenia to rule out the presence
of other disorders, as well as for research purposes.
In a study by Di Lorenzo et al., the authors revealed that
people with schizophrenia demonstrated lower alpha
rhythms on EEG in the frontal and central regions of the
brain compared to the control groups. The level of the
alpha rhythm is known to be associated with mental
processes, such as attention and memory. The authors
suggested that a low level of alpha rhythm may be
associated with cognitive impairment and impaired mental
abilities in patients with schizophrenia [22]. In another
study, scientists found that in people with schizophrenia,
interhemispheric connectivity was significantly lower in
the frontal and parietal lobes compared to the control
group [23].

Despite the fact that EEG is not used to diagnose
schizophrenia in routine clinical practice, machine learning
techniques can improve the accuracy of the diagnosis
of schizophrenia based on EEG findings. In an article by
Sun et al., researchers concerted EEG signals into a series
of images then a hybrid deep neural network was built and
trained, which could help distinguish the EEG signals of
a healthy person from those of a person with schizophrenia
with 99.22% accuracy [24]. In another, similar study in which
a convolutional neural network was used, the accuracy
was also high, reaching 98.07% [25]. Neural networks
are widely used in the classification of EEG signals, and
scientists also suggest that neural networks trained to
classify EEG findings can be useful in early detection of
schizophrenia [26-28].

Neural networks are being relied upon with increasing
frequency in the analysis of 3D MRI images of the
brain. In a study by Chen et al., the researchers trained
a convolutional neural network to classify MR images
of people with schizophrenia with a probability of 85%.
Likewise, with the help of a neural network, suspected
biomarkers of schizophrenia were identified: namely,
abnormal structural changes in the cerebellum, fusiform
gyrus, and the temporal, occipital, and frontal brain lobes
[29]. In another study, researchers analyzed MR images of
people with schizophrenia, bipolar disorder, and mentally
healthy people. As a result, models based on machine
learning algorithms were built to distinguish an image of
a person with schizophrenia from that of a healthy person
with an average accuracy of 90%, and from a person with
bipolar disorder with an accuracy of 88% [30]. In a study
by Oh etal., the authors successfully used a convolutional
neural network to classify MR images of patients with
schizophrenia with an accuracy of 84.15~84.43% and
they revealed that the most significant brain regions
were the low and middle temporal lobes [31]. In another
paper that pursued the same objective, the researchers
applied the M3 method (multimodal imaging and multi-
level characterization with multi-classifier) and achieved
an accuracy of 83.49% [32].

There are models that have been created using
machine learning techniques that can be used to diagnose
schizophrenia using actigraphy. In one study, scientists
collected data from Actiwatch bracelets that recorded the
acceleration amplitude of the sensor, thereby reflecting
the motor activity of the participants during the day.
Using a convolutional neural network, the researchers



successfully distinguished patients with schizophrenia
from those suffering from mood disorders against the
control group patients. At the same time, patients with
schizophrenia showed the lowest motor activity [33].
In another study, researchers analyzed the patterns of
nocturnal activity in individuals at risk of developing
schizophrenia, people with bipolar disorder, and healthy
people. Using various machine learning algorithms, the
scientists created models that could identify a respondent
at risk of schizophrenia and bipolar disorder [34].

Machine learning is used to analyze written and spoken
speech. In a study by Bae et al., the authors used a neuronal
network to analyze the linguistic patterns of people with
and without schizophrenia on the Reddit social network.
On this social platform, people can create different topics,
discuss them, and share something important. Researchers
compared the topics created about schizophrenia with
topics about humor, fitness, meditation, parenting, etc.
It turned out that people describing their mental issues
used fewer singular first and third person pronouns, and,
vice versa, a greater number of impersonal pronouns,
plural second, and third person pronouns. It has also
been observed that people with mental illnesses are less
likely to use the past tense as well as words describing
positive emotions, and that they are more likely to use
words associated with negative emotions [35]. In a study
evaluating the linguistic characteristics of people with
schizophrenia on the Twitter social network, it was found
that people diagnosed with schizophrenia more often
used interpersonal pronouns in their texts and were
more likely to put less emphasis on friendship and more
on biological needs [36].

Neural networks are also capable of processing audio
information. In a study by Fu et al., researchers created
a Sch-net neuronal network which was able to distinguish
the speech of a person with schizophrenia from that of
a mentally healthy person with 97.68% accuracy [37].
In a study by Tahir et al., researchers used a system based
on machine learning algorithms to automatically predict
the presence of “negative symptoms” of schizophrenia
based on the speech characteristics. This also could
identify the voice of a person with schizophrenia with
81.3% accuracy [38].

There is also data in the literature on the use of the
SchiNet convolutional neural network in the analysis of
facial behavior during psychiatric interviews of people with
schizophrenia. Researchers have concluded that automated
identification of facial behavioral patterns is a reliable means
of identifying “negative symptoms” of schizophrenia [39].
In another study, a convolutional neuronal network could
recognize people with schizophrenia by video recordings.
The recording of the face was carried out following various
types of emotional stimulation; based on the information
collected, the neural network determined a person with
schizophrenia with 89% accuracy [40].

A study conducted by Vasilchenko and Usov published
the results of the use of a convolutional neural network
in the classification of drawings made by people with
schizophrenia based on the images of a human face
drawn by them; the accuracy in providing correct answers
amounted to 82% [41]. In a study by Shen et al., the authors
evaluated the categorization of color drawings created by
people with schizophrenia and control group subjects using
a convolutional neural network. The study showed that
people with schizophrenia were more likely to use fewer
colors in their drawings, draw irregular lines, and draw
more lines near the center of the image compared to the
control group. The accuracy demonstrated by the neural
network was 90%. Using a neural network analysis, the
investigators could reliably predict the results of the Positive
and Negative Syndrome Scale (PANSS) assessment using
drawings made by people with schizophrenia. The model
could predict high scores both in the general scale and
the subscales [42].

There are psychiatric disorders that come with similar
symptoms, such as schizophrenia and bipolar disorder,
as well as schizophrenia and autism spectrum disorders.
This may make the diagnosis of such disorders difficult
and result in the use of inadequate therapy. Machine
learning techniques-based models can use genetic data
to help alleviate this problem. For example, in a study by
Karthik et al., researchers used genetic information to
teach a neural network how to separate schizophrenia
from bipolar disorder. Models based on machine learning
techniques helped identify genetic patterns consisting
of 75 genes for schizophrenia and 67 genes for bipolar
disorder; the probability of correct assumptions by the



constructed neural network stood at 95.65% and 97.01%,
respectively [43]. In a study by Sardaar et al., researchers
compared the genome architecture of schizophrenia and
autism spectrum disorders in order to look for “nodal”
genes for these disorders. Using a model based on the
regularized “gradient boosted machine” (GBM) technique,
researchers separated patients with these diseases with
an accuracy of 86-88%. They were also able to identify
the “nodal” genes responsible for the transmembrane ion
transport, neurotransmitter transport, and the processes
in the cytoskeleton associated with schizophrenia [44].
In another study, a neural network used information on
792 genetic markers to allocate respondents to a control
group and people with schizophrenia with an accuracy of
87.9% [45]. The research conducted by Gunasekaraet al.,
was also aimed at identifying schizophrenia in the
study subjects. In that study, the authors used a SPLS-DA
machine learning technique to successfully identify
schizophrenia based on epigenetic data: namely, the
methylation of various DNA sites [46]. In another study,
scientists pointed at the possibility of distinguishing people
with and without schizophrenia using G72 gene single-
nucleotide polymorphisms, as well as the plasma level
of the G72 protein. A naive Bayes classifier turned out to
be the best model (AUC=0.9356) [47]. Aguiar-Pulido et al.
studied single-nucleotide polymorphisms in the HTR2A and
DRD3 genes. They employed neural network analysis of
genetic information to identify the genotypes of people
with schizophrenia, and the accuracy in the exercise ranged
from 78.3 to 93.8% [48].

In a large study by Raket et al., researchers used information
obtained from the electronic medical records (4,899
events) of the control group (N=72,860) and people with
schizophrenia (N=72,860) to predict the development of
the first episode of psychosis within one year before its
onset. To create a model capable of solving such a problem,
the method of recurrent neural network analysis was
selected and the probability of a correct predication
was 0.774 [49]. Fusar-Poli et al. used machine learning
techniques to create a model to predict the development
of a psychotic episode in people with a clinically high risk
of psychosis. The authors identified the following most
significant predictors: high scores on the scales for positive

and negative symptoms and disorganization on the Brief
Psychiatric Rating Scale, Expanded (BPRS-E), and a small
number of years of formal education [50]. Then, the
model was improved with the addition of other predictors
such as tearfulness, poor appetite, weight loss, cannabis
use, cocaine, guilt, hopelessness, irritability, delusion,
sleep disorders, lack of insight, arousal, and paranoia.
The accuracy of the model based on the Harrell's C-index
was 0.085 [51]. In another study, 500 health records of
patients with psychosis were analyzed using deep learning
of the neural network. This neural network was able to
identify the health record of a person with schizophrenia
with an accuracy of 92.5%. The most important factor in
detecting the disease was age [52].

In addition to the main symptoms, the clinical symptoms of
schizophrenia may include insomnia, depressive, anxiety,
suicidal thoughts, and other symptoms [53-55]. These
additional symptoms of schizophrenia may aggravate its
course, making treatment more difficult [56, 57].
Insomnia often accompanies schizophrenia exacerbations
and may herald an emergent psychotic episode. Insomnia also
complicates the course of schizophrenia exacerbation and
worsens the clinical prognosis and quality of life of patients
[58, 591. Its diagnosis is of great clinical importance. Kalinich
et al., developed an application using machine learning
which not only assumed the presence of schizophrenia
inthe respondent, but also predicted the development of
insomnia and neurocognitive deficit. In that application, the
subjects were asked to answer several questions and play
a mini-game [60]. We have also constructed and trained
a neural network capable of predicting the development of
insomnia during hospitalization with 72% accuracy based
on a patient’'s medical history and statistical data [61].
One of the most unfortunate complications of
schizophrenia is suicide, which can result from symptoms
of depression. With the help of Al, scientists have the
opportunity to predict the development of depressive
manifestations in a person with schizophrenia [62].
Hettige et al., used models created using machine learning
techniques to identify individuals with schizophrenia
and suicidal attempts. The authors used social, cultural,
statistical, medical history, and clinical data from their
medical records as input data. The most significant factors
in determining suicidal behavior were age, the results of
the Childhood Trauma Questionnaire (CTQ) “emotional



abuse” subscale, the total CTQ score, the duration of the
disease, and the scores on the neuroticism scale in the
NEO Five Factor Inventory (NEO-FFI) [63]. In another study,
which also used machine learning techniques, the most
significant predictors of suicide attempts were sexual abuse
in childhood and the knowledge that one is suffering from
a mental disorder [64].

An important aspect of the clinical manifestations of
schizophrenia is aggressive, violent behavior. It is known
that the risk of committing violent crimes in female and
male patients suffering from the schizophrenic spectrum
disease is 1in 20 and 1 in 4, respectively [65]. Scientists
from Switzerland tried to establish the factors associated
with violent behavior using machine learning techniques.
The authors concluded that a large number of stress factors
affect the frequency of violent crimes by people with
schizophrenia. The most important factors included social
isolation in adulthood, involuntary psychiatric treatment,
unemployment, estrangement from family, and failure in
school. The model based on classification trees determined
a person who had committed a violent crime with 91.57%
accuracy [66].

Kanchanatawan et al. used neural network predictions
to demonstrate that the severity of “negative” symptoms,
symptoms of mannerism, arousal, and hostility are very
accurate predictors of affective and psychosomatic
symptoms in schizophrenia [67]. Models based on machine
learning techniques can also predict the outcomes of
schizophrenia. In a study by Lin et al., low scores on the
quality-of-life scale were associated with the severity of
“negative” and depressive symptoms and low results on
the global functioning assessment scale were associated
with the severity of “positive” and “negative” symptoms in
schizophrenia. Cognitive impairment was also evaluated
in that study. Researchers were able to predict changes
over time in cognitive functions using machine learning
techniques based on test results and the analysis of
cognitive domains; the most significant predicting factor
was the speed of information processing [68]. In another
study, the significant factors able to predict the state of
neurocognitive functions were memory disorders, executive
dysfunction, as well as disorders of concentration and
fluency of speech [69].

DISCUSSION
Our analysis of published literature included articles relating
to the use of Al for the development of the diagnostic and

prognostic models used in the context of schizophrenia.
Diagnostic models are used to more accurately identify
schizophrenia by analyzing EEG signals, MRl scans, mental
abilities (speech, voice, emotions, visual art), and genetic
and epigenetic information. Predictive models created
with the help of Al technologies can be used for early
identification of persons at high risk of psychosis, including
the first episode of schizophrenia, as well as for predicting
the outcomes of schizophrenia. Prognostic models are able
to predict individual clinical symptoms and complications
in schizophrenia.

Based on the information provided so far, it can be
predicted that in the near future various methods may find
wider application in psychiatric practice. Some algorithms
have already been approved by the U.S. Food and Drug
Administration (FDA) [70]. In this regard, many doctors
and scientists are concerned about the ethical question
of Al use in medicine and, particularly, in psychiatry.
Researchers are concerned about the confidentiality of
information, the accuracy of calculations, the safety of the
use of algorithms, and possible disregard for the individual
characteristics of a patient [70, 71].

Al algorithms, including those based on machine learning,
are only as good as the data they were trained on [72]. If the
training data is biased, incomplete, or of poor quality, then
the operation of the Al system may be disrupted, which
will lead to inaccurate or unreliable results. Therefore,
it is very important to check the results obtained with
the help of Al technologies using traditional diagnostic
methods to ensure their accuracy. Also, models may be
sensitive to input bias and models may make mistakes
in situations that are very different from those on which
they were trained, which makes the model less reliable.
Therefore, some scientists propose to introduce tools
into Al-based models that can shore up their reliability;
for example, by comparing the training set against each
new instance introduced into the model [73]. It can be
difficult to understand the decisions made by some models
based on machine learning techniques; e.g., deep neural
networks. Such models are called “black box” models in
the literature [74, 75]. In this regard, there arises a question
on the ethics of entrusting the patient's health to the
“internal logic” of Al, which is not controlled by humans
[76]. In our opinion, machine learning techniques should
be used with extreme caution in clinical practice, only in
conjunction with the main diagnostic tests, checking the
results provided by Al and, of course, informing patients if



recommendations based on the use of machine learning
techniques are used.

The limitations of this review included a nonsystematic
search for information, continuous inclusion of any type
of studies, and lack of any assessment of the quality of the
included studies. Also, the small sample size in a number
of studies does not allow one to extrapolate the results
to all people with schizophrenia.

There are several aspects of practical significance in the
obtained results.

First, the use of models based on machine learning
techniques in the diagnosis of schizophrenia makes it
possible to achieve a more accurate and reliable qualification
of this mental illness. An accurate diagnosis is key in
providing the patient with adequate medical care.

Second, predictive models created using Al technologies
can help with early identification of individuals at high risk
of developing psychotic episodes, including the first episode
of schizophrenia. This can be especially useful because early
detection of schizophrenia can help prevent or reduce the
severity of this mental iliness. Moreover, prognostic models
can predict the outcomes of schizophrenia, which can
help clinicians and patients choose the most appropriate
treatment and plan long-term care.

Third, the ability to predict individual clinical symptoms
and complications of schizophrenia using prognostic models
is of great importance for an individualized approach to
treatment. This means that clinicians can predict what
symptoms and complications may occur in specific patients
and choose treatment according to their individual needs.
This personalized approach can improve the effectiveness
of treatment and clinical outcomes. However, no model
can ensure a perfect result, which may be explained by
the inability to include all patient features contributing to
the final outcome in the prognostic or diagnostic model.
In addition, models “overloaded” with input data can
become unstable and produce poorer results compared
to balanced models.

In general, the results of this review indicate the
significant potential of machine learning techniques in
the field of diagnosis and prediction of schizophrenia
and its clinical features. These methods can significantly
improve our understanding, diagnosis, and treatment of
this psychiatric disorder, which ultimately can lead to an
improvement in the lives of people with schizophrenia
and lessen the state’s economic burden associated with
this disease.

CONCLUSION

Machine learning techniques are used both to identify
schizophrenia (diagnostic algorithms) and to predict the
manifestation of the disease or the clinical features of
a known illness (prognostic algorithms).

So far, the ethical issues associated with the use of these
techniques remain unresolved and the clinical reliability of
these models remains unclear, which limits, at this point,
our ability to use these algorithms in clinical practice.
Nevertheless, the use of machine learning algorithms
remains one of the most promising areas in psychiatry, and
it can significantly improve the effectiveness of diagnosis
and treatment when dealing with schizophrenia.
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ABSTRACT

The use of remote forms of mental health care has become widespread during the period of epidemiological
restrictions due to the COVID-19 pandemic. Methodological and organizational issues remain insufficiently developed,
including the level of equivalence of the use of telemedicine technologies in the diagnosis of autistic spectrum disorders.

Study of the equivalence of diagnostic tools in the framework of telemedicine and face-to-face consultations in
children with autistic spectrum disorders according to modern scientific literature.

A descriptive review of scientific studies published between January 2017 and May 2023 was carried out.
The papers presented in the electronic databases PubMed, Web of Science, and eLibrary were analyzed. Descriptive
analysis was used to summarize the obtained data.

The conducted analysis convincingly indicates sufficient equivalence of remote tools used in different countries
for level | screening, assessment scales, and structured procedures for diagnosing autistic spectrum disorders with
a high level of specificity from 60.0 to 94.4%, sensitivity from 75 dog 98.4%, and satisfaction of patients and their legal
representatives.

The widespread use of validated telemedicine diagnostic systems in clinical practice contributes to
the early detection of autistic spectrum disorders, increasing the timeliness and effectiveness of medical, corrective
psychological, pedagogical, and habilitation interventions.

AHHOTALNA

MprMeHeHMe AUCTaHLMOHHBLIX GOPM OKa3aHWsA NCUXMATPUYECKOr MOMOLLM MNOAYYNI0 60MbLLoe
pacnpocTpaHeHve B NeproA anNnaeMmnonormyecknx orpaHnyYeHnii B cBs3sun ¢ naHgemmeri COVID-19. HegoctatouHo
pa3paboTaHHbIMYM OCTAOTCA METOA0NOrMYeCKe 1 OpraHN3aLMOHHbIe BOMPOCHI, BK/THOUas YpOBEHb 3KBMBANEHTHOCTU
npUMeHeHWs TeneMeANLMHCKNX TeXHONIOMMI B ANArHOCT1Ke paccTPOMCTB ayTUYeCcKoro crnekTpa.



I/I3yL4eH|/|e 3KBMBaNEHTHOCTUN ANArHOCTUYECKMX MHCTPYMEHTOB B PpaMKax TenieMeANUNHCKUX U OYHbIX KOHCyﬂbTaLI,I/IVI

y AeTeil ¢ paccTpolicTBaMuM ayTUCTMYECKOrO CrekTpa No JaHHbIM COBPEMEHHON HayUYHOM NTepaTypsbl.

MpoBegeH onucaTebHbIM 0630p Hay4YHbIX UCCNef0BaHW, ONYBANKOBaHHbIX B Nepmog ¢ aHBaps 2017 no

Mari 2023 roga. belnn npoaHann3npoBaHbl paboTel, MpeAcTaBAeHHble B 31eKTPOHHbIX 6a3ax fgaHHbIX PubMed, Web

of Science u eLibrary. 1na 0606LLeHNa NoyYeHHbIX AaHHbIX 6bl/1 NCMOAB30BaH ONMcaTe/IbHbIN aHaIn3.

ﬂpOBeAEHHbIIZ aHann3 y6ep,|/|Teano CBNAETENBCTBYET O ,ﬂ,OCTaTOHHOVI SKBMBaAIEHTHOCTUN MPUMEHAEMbIX

B Pa3HbIX CTpaHaxX ANCTaHUNOHHbLIX NHCTPYMEHTOB ANA CKPUHUHTa | YPOBHSA, OLLEHOYHbIX LUKaa 1 CTPYKTYPUPOBaHHbIX

npoueayp AMarHOCTUKM PaCcCTPONCTB ayTUYECKOro CnekTpa € BbICOKMM ypoBHeM cneunduryHocTy oT 60,0 go 94,4%,

UYyBCTBUTENIbHOCTM OT 75 A0 98,4% 1 ya0BNEeTBOPEHHOCTM NALMEHTOB U X 3aKOHHbIX NpeAcTaBuUTeNen.

LUI/IpOKOE 1CNOJIb30BaHVe B KIMHNYECKON npaKkTrke Baangn3npoBaHHbIX TeeMeaNLNHCKNX

ANArHOCTN4eckKnx cmctemMm CI'IOCO6CTByeT PaHHEMY BbIABNEHUIO paCCTpOVICTB ayTUCTNYECKOro CnekTpa, NoBbILUEHNIO

CBOEBPEMEHHOCTUN U 3¢¢)EKTI/IBHOCTI/I MeANUMNHCKUX, KOPPEKUNOHHBLIX MCMXOI0ro-negarorm4yecknx n a6|/|}'II/ITaLJ.I/IOHHbIX

BMeLlaTeNnbCTB.

INTRODUCTION

Limitations on the availability and timeliness of specialized
psychiatric care are a reality across the globe. This mainly
has to do with the high prevalence of mental disorders and
the shortage of staff in the specialized services of health
care systems, especially in small settlements and those
geographically remote from large medical and diagnostic
centers, not to mention the obstacles involved in seeking
the help of specialists because of the pervasive issue of
stigmatization [1].

Autism spectrum disorder (ASD) is currently among
the most challenging problems in pediatric psychiatry,
due to its increasing rate of detection in recent decades,
poorly defined etiopathogenetic factors, its diagnostic
framework, and the therapeutic approaches used, as well
as the need for long-term intensive complex treatment and
rehabilitation. There are significant issues related to the
scarcity of medical and diagnostic resources for families in
rural or remote areas with a lower socioeconomic status
[1, 2]. In such cases, ASD is diagnosed with a significant
delay [3].

The active use of remote forms of assistance, including
telemedicine consultations (TMCs), expanded during the
epidemiological restrictions that came with COVID-19
around the world [4-6]. Russian specialists have
accumulated sufficient experience in conducting TMCs

in the “doctor-doctor” format, with remote interaction
between healthcare professionals, including in psychiatry
[7, 8]. At the same time, due to the multifactorial limitations
relating to the availability of specialized medical care, the
“patient-doctor” TMC format using video conferencing (VC)
seems to be more in demand. A wide range of organizational
and methodological issues related to medical care during
remote interaction between healthcare professionals and
patients or their legal representatives having to do with the
regulation of the scope of medical intervention, the use of
examination and treatment methods, quality assurance,
information and clinical security remain unresolved [9, 10].

The goal of this review is to study how diagnostic tools
compare to each other in the framework of telemedicine
and in-person consultation as they apply to children
with ASD. Our effort was based on a review of the extant
scientific literature.

METHODS

We analyzed papers available on the PubMed, Web of
Science, and elLibrary electronic databases for a period
ranging from January 2017 to May 2023. Search terms
included keywords such as “telemedicine diagnostics”,

" ou

“telemedicine consultations”, “equivalence of telemedicine

consultations”, “autism spectrum disorder”, and “children
and teenagers". Studies were considered eligible for analysis



if they assessed the comparative validity of telemedicine
(remote) and in-person consultations for the purpose
of diagnosis, as well as the quantitative and qualitative
assessment of ASD in children. Ninety-five articles were
reviewed, and 43 of them were selected for analysis.
In addition, we analyzed a number of related articles in
Google Scholar and reviewed earlier longitudinal studies
(up to 2017) and publications on diagnostic tools adapted
for use in a remote format.

Descriptive analysis was used to summarize the
obtained data.

RESULTS

Even before the COVID-19 pandemic hit, there was interest in
developing and testing new remote forms of care for patients
with ASD to improve access to diagnosis, treatment, and
rehabilitation, as well as to increase the role and involvement
of patients’ parents in the assessment procedures [11].
The relevance and growth of the research into the use of
telemedicine in medical care for children and adolescents
with ASD is evidenced by the change in the number of
publications in systematic reviews. The publication by
Sutherland et al. in 2018 [12], contains an analysis of the
results of 14 studies, and the most recent review by Ellison
et al. [13], conducted just 3 years after the previous one,
already included 55 peer-reviewed articles.

The obtained data on the use of a remote format for
diagnosing autistic disorders in childhood shall be divided
into three parts: 1) ASD risk screening, 2) qualitative and
quantitative diagnostics using standardized rating scales and
procedures, and 3) clinical (clinical and psychopathological)
examination. The distinction between the 2nd and 3rd
options can be made only with some degree of conditionality,
since in most of the analyzed studies, clinical diagnostics
included the use of standardized assessment tools, which
in many countries are provided for by the standards of
medical care.

Most of the screening tools used are questionnaires in
which the total scores obtained are compared against
predetermined thresholds. The first level of screening
assessment involves an initial survey in the general
population of children in order to identify the risk (“red
flags”, i.e., alarms) of ASD. First-level screening tools do not

require special training, take minimal time, are conducted
by parents or primary medical care professionals, but at the
same time they have high sensitivity and low specificity, and
therefore the probability of false positive is relatively high.
The most popular and most studied first-level screening
tool for assessing the risk of ASD validated around the
world is The Modified Checklist for Autism in Toddlers,
Revised with Follow-Up (M-CHAT-R/F) for children aged
16-30 months [14, 15].

Second-level screening tools have higher specificity,
require special training and more time to interpret the
results, and, accordingly, are used by trained specialists.
These include the Social Communication Questionnaire
(SCQ) [16] and the Checklist for Autism Spectrum Disorder
(CASD) [17].

The high relevance of and potential demand for remote
primary ASD risk screening have been noted in many studies
in connection with the significant time gap between the
onset of symptoms and the age of diagnosis [18]. According
to Constantino et al. [19], the median age of diagnosis in
the United States is above 4 years and 27% of children
with ASD are not diagnosed by the age of 8 years, while
the median age of diagnosis has not decreased in more
than 15 years.

According to Qiu et al. [20], remote application of the
Chinese version of the Checklist for Autism in Young
Children CHAT-23-A for ASD screening showed a sensitivity
and specificity of 0.92 and 0.90, respectively. It is believed
thatitis possible to replace the time-consuming, ineffective
and expensive routine offline screening procedure in
China with a telemedicine option on the web resource of
the Network Center for Early Diagnosis of ASD' based on
the WeChat platform.

An Indian study by Kadam et al. [21] compared the results
of remote screening of 39 children for ASD (M-CHAT-R/F,
analysis of 1-2 min home videos) and traditional in-person
examination in accordance with DSM-5 diagnostic criteria.
Remote assessment showed a correlation of 94.87% with
the final diagnosis verified after 3 months as part of an in-
person examination. Video-scoring agreement between two
independent clinicians had a kappa correlation of 0.803,
which was qualified as significant agreement.

A study by Colombo et al. [22] presented the result of
an investigation of the first Italian online tool for using
CHAT in 1,250 children via a mobile application using the



LAMP platform for outpatient pediatricians called Web
Italian Network for Autism Spectrum Disorder (WIN4ASD).
It demonstrated effectiveness, efficiency, and sustainability
of online screening in the primary health care system.

Prior to the COVID-19 pandemic, the development of special
tools for remote diagnosis of ASD was rather slow; they
have acccelerated in the last 2-2.5 years.

Conventional autism spectrum disorder

diagnosis tools

The basic diagnosis of autistic disorders generally includes
a structured observation of the child, learning their medical
history data from parents, assessment of cognitive,
speech and social adaptive functions, as well as a physical
examination. Currently, TMC involves using the so-called
“gold standard” tools for diagnosing ASD, which include
a semi-structured interview with parents as assessment tools
for in-person diagnosis: The Autism Diagnostic Interview-
Revised (ADI-R) [23] and Structured Child Observation:
Autism Diagnostic Observation Schedule (ADOS) [24].

A study by Reese et al. [25] described one of the
first experiences with the use of videoconferencing for
assessment procedures using ADI-R and ADOS (module 1)
vs. a similar in-person assessment. Nearly 100% inter-
specialist agreement (20 out of 21 cases) of diagnoses was
shown; there were some difficulties in the assessment of
socially directed pointing gesture and eye contact with the
parent; the survey noted a high level of parental satisfaction.

Synchronous and asynchronous diagnostic
approaches

Literature sources outside Russia commonly classify remote
diagnostic approaches as synchronous or asynchronous
according to the methods used to coordinate the actions of
specialists and those receiving care [26, 27]. Synchronous
options for remote ASD diagnosis involve monitoring
a child’s spontaneous or stimulus-induced behavior in
real time in the form of an online video conference.
Asynchronous options are usually based on the analysis of
video recordings of the child's behavior. With asynchronous
TMC, the transfer of information by the patient (legal
representatives) and its processing by specialists occur at
different times. Compared to online synchronous TMCs,
such organization of interaction minimizes the difficulties

of coordinating the schedules of care users and specialists;
parents can record videos at convenient days and hours
and record the most striking manifestations in the child’s
behavior without being limited in time.

The article by Narzisi [26] presents a detailed and
comprehensive model of telemedicine diagnostic and
corrective care, using both synchronous and asynchronous
algorithms for the interaction of a child and his legal
representatives with specialists (Appendix 1 in the
Supplementary). One of the essential components of
this model is the algorithm for parents that describes the
preparation of short videos illustrating the peculiarities of
the child’s behavior at home. The scenarios included in
this algorithm (spontaneous and directed play alone, with
parents, siblings, eating together, problematic behavior)
with some variations are universal for most tools of remote
assessment of ASD manifestations. Video recordings should
be made on different days for a more comprehensive
understanding of the child’s behavior.

A study by Sutantio et al. [28] concerned the clarification of
the validity of diagnosing ASD in children aged 18-30 months
based on video recordings according to a protocol that
included established scenarios. Diagnostic agreement with
in-person consultations was 82.5%, sensitivity was 91.3%,
and specificity was 70.6%. This has proved the significant
reliability of remote assessment by video recordings vs.
the in-person diagnosis of ASD.

According to the article by Riva et al. [29], the most popular
structured tools for asynchronous remote assessment of
ASD are the Naturalistic Observation Diagnostic Assessment
(NODA), The Systematic Observation of Red Flags (SORF),
and Brief Observation of Symptoms of Autism (BOSA)
(Appendix 2 in the Supplementary).

In a pilot study of the NODA methodology by Nazneen
et al. [30], parents easily used the system without prior
training to record video materials, 96% of which were
found to be clinically relevant for the diagnosis of autism.
In 91% of cases, the diagnosticians using NODA Connect
confidently (mean score 4.5 on a 5-point scale) arrived at
a diagnostic result that aligned with the previous in-person
examination of children by other specialists. Smith et al.
[31] showed a diagnostic agreement between NODA and
in-person diagnosis of 88.2%, sensitivity was 84.9%, and
specificity was 94.4%.

At Florida State University, Dow et al. [32] investigated
the psychometric properties of their proposed SORF
technique in 228 children aged 18 to 24 months with ASD,



with developmental delay and with typical development.
Specificity and sensitivity were 63% and 73% for social
communication and interaction disorders and 54% and
70% for manifestations of stereotypical forms of behavior.
The most informative parameters were limited eye contact,
looking into an adult's face, pointing gesture, predominance
of interest in non-living objects, adherence to certain non-
functional objects, and actions. Pileggi et al. [33] tested SORF
as a screening tool for early detection of ASD risk in 122
one-year-old younger siblings of children with confirmed
autism. ASD was confirmed in younger siblings at the age
of 24 months. With an optimal Composite threshold of 18,
sensitivity was 0.77 and specificity was 0.76.

NIDA, Italy's largest network of interdisciplinary services
for observational research and early screening of ASD, has
developed the TeleNIDA telemedicine tool for children
aged 18-30 months. Parents provide 5-minute videos of
their child’s behavior during free play, organized play with
parents, eating, and book activities. The tool also has good
psychometric properties compared to the “gold standard”
in-person assessment [29].

In synchronous remote diagnostics, the tools for assessing
the behavior of infants which cause difficulties even during
in-person examination are of particular interest. Talbott
etal. [34, 35] investigated the possibility of remote detection
of ASD risk in 41 infants (mean age 10.51 months) using the
Telehealth Evaluation of Development for Infants (TEDI).
Inter-rater reliability ranged from 0.88 to 0.94 for most
evaluation criteria, and retest reliability was 0.75, p <0.001
(mean interval between 2 tests 1.5 weeks, range 5-41 days).

A study by Kryszak et al. [36] evaluated the Autism
Detection in Early Childhood-Virtual (ADEC-V) tool in 121
children aged 18-47 months. It showed high sensitivity
(0.82) and specificity (0.78), significant correlation with
the results of assessments using other standardized tools
(CARS 2, ADI-R), and acceptable internal consistency (a=0.77).

Appendix 2 (in the Supplementary) provides a brief
description of other structured tools for remote diagnosis
of ASD manifestations based on the materials of the review
by Berger et al. [37].

One of the most discussed ones, the TELE-ASD-PEDS (TAP)
tool, was specifically developed for remote assessment of
ASD in children without phrase speech under the age of
3 years before the COVID-19 pandemic. Currently, work
is underway to validate the methodology and preliminary
studies have shown a sufficient level of acceptability
and convenience for both accompanying persons and

specialists [38]. Authors in a separate study [39] compared
parents’ perceptions of TAP possibilities with the Screening
Tool for Autism in Two-Year-Olds (STAT) adapted for the
videoconferencing format [40]. STAT includes assessment
of a number of communicative actions when an adult
initiates a joint game with a ball or a toy car, the presence
of a request/demand of a child when presenting food,
repetition of movements, and simple actions. The version
for remote use of TELE-STAT contains additional instructions
for certain experimental actions with the child, and the
presence of eye contact is specified with the parents. Most
parents found remote assessment using TAP and TELE-
STAT convenient and meaningful, and they separately noted
the advantage of these remote ASD assessment tools in
the participation of specialists on only “one side of the
screen”, which expands their availability and scalability.

The latest publication [39] of a project comparing the use
of TAP and TELE-STAT with in-person assessment presents
the results of a survey of 144 children aged 17 to 36 months,
showing diagnostic agreementin 92% of cases. Diagnostic
discrepancies were more often associated with a lesser
severity of autistic symptoms or younger age of the children.
Alarge study by McNally Keehn et al. [41] investigated the
relationship between the clinical characteristics of 335
children aged 14 to 78 months and the effectiveness of
remote diagnosis of ASD using TAP. For 85% of the examined
children, including those with speech underdevelopment,
the TMC format was sufficient to detect the symptoms
of ASD; the presence of specific stereotypical behavior
predicted the diagnosis to a greater extent.

We did not find information on remote diagnosis of ASD
in Russia using rating scales and structured procedures in
the available literature for the specified period.

Remote diagnosis of autism spectrum disorder and
the possibilities of artificial intelligence
Developing tools for remote diagnosis of ASD using artificial
intelligence (Al) algorithms seems promising [42-45].
For several years, the Cognoa laboratory (Palo Alto, USA)
has been gradually validating an ASD screening tool using Al
in the form of the Cognoa ASD mobile application [46, 47] —
the Child Behavior Checklist to a novel mobile-health
screening tool developed by Cognoa. Data for machine
learning was collected from several repositories of the ADI-R
and ADOS protocols; in an automatic mode and in a short
time, the program evaluates the behavioral characteristics
of children according to separate questionnaires for parents,



specialists, and two short home videos. Abbas et al. [46]
showed that the second-generation Cognoa advanced
screening tool provided higher accuracy than standard
screening tools (M-CHAT-R/F, SRS-1I, SCQ) in the same
age range. Sensitivity and specificity of 90% and 60%
showed the potential of Al-based technology to improve
and accelerate the detection of ASD in young children.
The latest publication on a double-blind, multicenter,
prospective cohort study [48] shows the results of testing
the Cognoa tool vs. the diagnostic agreement of two or more
independent specialists in a cohort of children aged 18-72
months with developmental delay (n=425, 29% prevalence
of ASD). For the 31.8% of participants with a definite result
(presence or absence of ASD), the positive predictive value
was 80.8%, and the negative predictive value was 98.3%;
sensitivity was 98.4%, and specificity was 78.9%. In the
group with an “indeterminate” result due to insufficient
detail of the input data, 91% of the children had one or more
complex neurodevelopmental disorders. Thus, for almost
a third of the sample, the Cognoa screening tool allowed
timely, rapid diagnostic evaluation with a high degree of
accuracy.

In most of the studies, clinical diagnosis involved the use
of some of the standardized assessment tools described
above. A review of studies on the use of telemedicine
diagnosis of ASD by Stavropoulos et al. [49] obtained data
on the equivalence of diagnostic assessments compared
with in-person consultations in the range of 80-91%. Six of
the ten studies yielded a degree of sensitivity ranging from
75% to 100%, while five of the six studies demonstrated
specificity values ranging from 68.75% to 100%.

Juarez et al. [50] used TMC to diagnose ASD in 62% of 45
children; in 13% of the cases, autism disorders could not
be confirmed or excluded remotely. Matthews et al. [51]
investigated the acceptability of diagnosing ASD in children,
adolescents, and adults as part of a TMC deployed at an
autism center in the U.S. Southwest during the COVID-19
pandemic. One hundred and two (84%) patients out of 121
completed the 6-month remote diagnosis program; for 91%
(93 out of 102), it was sufficient to use only telemedicine
procedures. In-person assessment was required for nine
participants; according to surveys of specialists and parents
of patients, the telemedicine model for diagnosing ASD
was acceptable for most of the respondents.

The relevance of remote assessment of children aged
18-30 months with M-CHAT-R pre-set ASD risk based
on video recordings with certain scenarios according
to DSM-5 criteria was compared with similar in-person
clinical diagnoses [52]. Diagnostic agreement was 82.5%,
sensitivity was 91.3%, and specificity was 70.6%. The positive
predictive value was 80.7%, and the negative predictive
value was 85.7%.

In a comparative RCT of remote and in-person
consultations for 23 patients with ASD aged 4 to 16 years,
the diagnosis and treatment recommendations aligned
in 96% of cases [53]. There were no differences in the
satisfaction of patients and parents, 26% of children
preferred the remote format, and 91% of parents preferred
videoconferencing without the need to travel long distances
for in-person psychiatric visits.

In the Russian-speaking segment, we found only a
description of a pilot comparative ASD diagnosis study within
the framework of TMC and in-person consultations, which
was conducted at the Moscow State Budgetary Healthcare
Institution “Scientific and Practical Center for Mental Health
of Children and Adolescents named after G.E. Sukhareva
of the Moscow Department of Health” [54]. There were 84
patients in the TMC group and 310 patients in the in-person
consultations group. All consultations were conducted by
one specialist and had a stable clear structure and duration.
Mandatory blocks included observation and assessment
of the child’s spontaneous behavior, structured situations
of interaction with parents, with specialists (attending
physician, psychologist, speech therapist, defectologist),
and with a remote consultant. Fundamental differences
were revealed only in the assessment of the interaction of
a child with a remote consultant: the difficulty of assessing
eye contact “through the screen,” the degree of subjective
attitude of the patient to the consultant, the presence/
absence of non-verbal reactions to the background visual,
sound, and other stimuli that are not noticeable to the
consultant due to fragmented image and sound from
the patient and his/her environment (family members,
animals, electronic gadgets, and much more). The TMC
scenario includes additional clarification questions and
actions (tests).

DISCUSSION

The remote format of interaction between specialists and
consumers of diagnostic services coincides to the maximum
extent with the tasks of ASD screening. Online screening



allows one to conduct a primary examination in a much
larger group of children aged 16-30 months thanks to the
fact that it is easily accessible when placing simple tools
with high sensitivity on various web resources; it does not
require special training on the part of its users (parents,
teachers, or specialists of the primary medical network).
Studies conducted in different countries suggest the
possibility and expediency of using the telemedicine format
instead of the time-consuming and expensive routine offline
screening procedure with limited productivity [20-22].

The COVID-19 pandemic has significantly accelerated
and scaled up the development of special tools for remote
diagnosis of ASD. The analysis of the publications presented
in this review convincingly indicates a sufficient equivalence
between assessment scales and structured procedures for
the remote diagnosis of ASD and in-person examination
with a high level of specificity, from 60.0 to 94.4%, sensitivity
from 75 to 98.4%, and satisfaction of patients and their
legal representatives. Most diagnostic tools are for children
over 18 months of age, but tools are also available for
the remote diagnosis of ASD in infants 6-12 months of
age [34, 35].

Synchronous variants of clinical and psychopathological
and remote diagnosis of ASD based on standardized tools
are as close as possible to the in-person interaction between
specialists and consumers of medical care; however,
they require coordinated schedules of care recipients
and specialists. There was an almost 100% consistency
level between the online and offline formats of the so-
called “gold standard for autism diagnosis” ADI-R and
ADOS [25].

Asynchronous models of remote assessment of ASD
symptoms use video recordings of the child's behavior in
their usual home settings, are free from organizational
difficulties in coordinating the schedule of consultations,
and provide video recording of the most characteristic
manifestations at a convenient time for the required
period of time. Typically, recommended video recording
scenarios include focusing on the child’s spontaneous and
directed play both alone and with parents and siblings,
eating together, making requests, imitating actions, and
problematic behavior. A number of studies have noted
some difficulties in the remote assessment of a pointing
gesture and eye contact in the videoconferencing mode,
which requires additional clarification of the details of the
corresponding manifestations by the persons accompanying
the child [36, 39, 54].

A limitation of this review is the fact that a number of
studies on the topic under consideration may have been
omitted, because a systematic search strategy was not
used in the selection of publications. In addition, the
methodology and data quality of a number of studies
were not sufficiently homogeneous.

CONCLUSION

These authors reviewed publications comparing a remote
format for diagnosing autistic disorders in childhood as
part of ASD risk screening and clinical diagnosis including
the use of standardized rating scales and procedures.

We analyzed various structured tools for a qualitative
and quantitative assessment of ASD symptoms developed
and validated in different countries for use in the TMC
format. A large number of studies have confirmed their
acceptable equivalence to in-person diagnosis and sufficient
applicability in young children, including infants in their
first year of life. At the same time, the availability of these
tools in Russian pediatric psychiatry practice is limited; one
of the reasons is the need to purchase expensive licenses
from copyright holders, which increases the relevance of
developing domestic analogues. The introduction and
widespread use of validated telemedicine diagnostic systems
in clinical practice will contribute to the early detection
of ASD and increase the timeliness and effectiveness
of medical, corrective psychological, pedagogical, and
habilitation interventions.

The active use of the remote diagnostic format can
mitigate the limitations in the availability and timeliness
of specialized care for children with ASD, which are among
the most difficult problems of modern pediatric psychiatry.

In Russia, the “patient-doctor” format of TMC in the case
of remote interaction between healthcare professionals
and patients and/or their legal representatives has yet
to take root, and, therefore, the various organizational,
legal, clinical, and methodological aspects of remote
care for ASD require further development. One of the
relevant issues is the selection of valid diagnostic tools for
remote symptom assessment with an evaluation of their
agreement with the traditional face-to-face assessment
procedures.
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ABSTRACT

Online dating is becoming more and more popular not only among the adult population, but also
among adolescents, which comes with its own advantages and disadvantages. Adolescents are more vulnerable to
a number of issues connected with online dating, including online grooming, bullying, emotional abuse, revenge porn,
harassment, and lack of social interaction.

We aimed to briefly review the available literature exploring the impact of online dating on adolescents, with
special reference to the current Indian Scenario.

A brief literature search was conducted in PubMed and Google Scholar in September 2022 with no date

" ou

limits. Keywords included various combinations of terms such as “online dating”, “dating applications”, “social media”,
“mental illness”, “psychiatric disorders”, “adolescents”, and “mental health”. Original studies and review articles exploring
the impact of online dating on adolescents and published in English were reviewed in our work. A descriptive strategy

was used to summarise the findings.

The impact of online dating on adolescents is discussed in the light of (1) issues associated with online dating
among adolescents, (2) the international context, and (3) Indian context.

Since the beginning of the COVID-19 pandemic, online dating has grown in popularity among adolescents,
which has led to a number of worrying situations, including increased risk of sexually transmitted infections, dating
violence, and mental health issues. All of these issues are described in the literature in the context of unsupervised use
of technology, peer pressure, and desire to fit into the society. Data from India remain scarce on this topic, highlighting
the need for research exploring the influence of online dating on adolescents.

AHHOTAUL WA

OHNaMH-3HaKOMCTBA CTAaHOBATCS BCe 6onee nonynaapHbIMM HE TOIbKO Cpean B3pOC/bIX, HO 1 Ccpean
noApOCTKOB. Takaga TeHAeHUMA nMeeT Kak MonoXuTebHble, Tak U oTpuUaTebHble CTOPOHbI. nOApOCTKI/I Yawle
CTaHOBATCA XepTBaMun OH/'IaI7IH-prMI/IHFa ((I)OpMI/IpOBaHVIe AOBEPUTE/IbHbIX OTHOLLEHWI C HecoBepLeHHONeTHNMN



LN VX JlanbHeLLe cekCcyanbHOM 3KCnayaTaLmm), Tpasan, SMOLMOHaNbHOTO HaCUAKS, MOPHOMECTH, JOMOraTeNbCTB
1 HeAoCTaTKa CoLMaibHOro B3aMOAECTBUS.

MpoBecTn KpaTKnii 0630p NMeIoLLENCca nnTepaTypbl, MOCBALLEHHON BANAHNIO OHNaNH-3HAKOMCTB Ha
NMOAPOCTKOB, C YYeTOM TeKyLLlen cutyaumm B IHAMN.

B ceHTabpe 2022 r. B 6a3ax gaHHbIX PubMed 1 Google Scholar 6611 BbINOAHEH KPaTKNM MOWCK IUTepaTypbl
6e3 orpaHn4eHns no gate nybankaumn. Kntovesble C/10Ba BKIOYAIN PA3/IUHbIE COHETaHUA TEPMUHOB, Takme Kak
«OHNaNH-CBUAAHVSY, «MPUTOXEHNS A5 3HAKOMCTB», «COLMabHbIE CETU», <NCUXMYECKOe PacCTPOCTBOY, «MCUXMYecKme
PaccTpolicTBa», «MOAPOCTKN» N «MCUXMYECKOE 340p0Bbe». B 0630p BKIOUANNCH OpUTMHANbHbIE UCCeL0BaHNS
1 0630pHbIe CTaTbW Ha aHMIMIACKOM 5i3blKe, OCBeLLaoLLMe BNSIHNE OHNalH-3HaKOMCTB Ha MOAPOCTKOB. 19 0606LLeHNA
pe3ynbTaToB NPUMEHSNCSA ONMcaTeNbHbIA MOAXOA.

BnunsiHne oHNaH-3HaKoOMCTB Ha NOAPOCTKOB 0bcyxAaeTcs B cBeTe (1) npobaem, BO3HMKAROLWLMX Mpu
3HAKOMCTBaX B IHTEPHETE CPesu MOAPOCTKOB; (2) MeXAYHapOAHOro KOHTeKcTa U (3) MHAUIACKOro KOHTeKCTa.

C Hauvana naHgemum COVID-19 nonynsspHOCTb OHNANH-3HAKOMCTB Cpejyn NoAPOCTKOB BO3POCAa,
YTO NPUBEO K PAAY NpobaeM, TakMxX Kak yBenndeHne pmcka 3apaxeHns nHeekunsamMm, nepesaoiiMmncs noaoBsIM
nyTeMm, Hacuane Ha CBUAAHUSX 1 MCUXMYecKre paccTPOoricTBa. Bce 3T acnekTbl ONWCaHbl B iMTepaType C y4eToM UX
CBSA3M C 6ECKOHTPO/bHBIM VCMOb30BaHNEM TEXHONOMMIA, AaBNEHVEM CBEPCTHMKOB U XenlaHneM ObiTb MPUHATHIM
B obLuecTBe. laHHble No 3To TeMe 13 VIHAMM OCTatoTCA HEMHOTMOUYNCAEHHBIMW, YTO NOAYepKMBaeT HEOBXOANMOCTb

npoBeAeHUst UCCe0BaHUM, N3y4aoLmMX BAVSIHE OHNaH-CBUAaHWIA Ha MOAPOCTKOB.

INTRODUCTION

The first use of the word “dating” in the American
language appeared in the 1920s. As defined by various
authors “dating” is a stage in a romantic relationship when
two individuals engage in activities together, most often
with the intention of weighing each other’s suitability as
a partner for a future intimate relationship." Historically,
courtship used to be a matter of family and community
interest.2 However, around the time of the Civil War, it
became a private matter for couples.® The protocols
and practices of dating vastly differ across cultures,
societies, and time periods. In India, dating is heavily
influenced by the custom of arranged marriages [1].
“Arranged marriage” refers to a marriage negotiated

by matchmakers or matrimony sites and agreed to
by parents and relatives. Currently, there are strong
indications that the marriage institution is undergoing
a drastic transformation in India. Love marriages are
becoming more common and accepted, especially among
the urban populations, which is probably driven by the
fact that India is becoming more and more integrated
with the rest of the world.3

Since the beginning of the COVID-19 pandemic, online
dating has increased in popularity due to the heightened
feeling of loneliness that came along with the lockdowns.
Online dating has been defined as a way of starting
aromantic relationship on the internet using online dating
platforms [1]. Online dating platforms, in turn, can be
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defined as social media platforms where people can
find romantic partners and friends [2]. These platforms
encompass dating websites, apps, and social media texting
sites where people can interact with each other virtually.
These applications can be easily accessed through devices
like mobile phones, laptops, tablets, and computers.
According to a survey conducted by Outlook India in 20224,
around 83% of users professed interest in online dating
during the pandemic. Overall, 63% of the users of online
dating platforms reported being anxious regarding their
future and around 70% claimed to have changed their
attitude towards online dating as compared to the period
preceding the COVID-19 outbreak. Furthermore, 81% of
users claimed to be open to getting to know their matches
at a deeper level, while 66% of users said that they were
open to just chatting with their matches even if there was
no prospect of a long-term relationship.

The adolescent population in India has free access to
online dating platforms, since their use is not limited to
adults. Within the past two years, almost all adolescents in
India have used a smart device for educational purposes,
something that contributed to a sudden explosion in
unsupervised usage of social media and online dating
applications. Although definitions vary considerably across
the literature, an individual aged between 10-19 years
can be described as an adolescent [2]. It is important to
note that adolescence is a transitional period between
childhood and adulthood when changes occur in the
emotional, physical, social, and behavioural realms of
an individual [3]. During this transitional stage, these
individuals are more exposed to a number of issues having
to do with online dating, including online grooming,
bullying, emotional abuse, revenge porn, harassment,
and lack of social interaction. In this regard, we aimed to
briefly review the available literature exploring the impact
of online dating on adolescents, with special reference to
the current Indian Scenario.

METHODS
A brief literature search was conducted in PubMed and
Google Scholar in September 2022 with no date limits.

Keywords included various combinations of terms such

" ou

as “online dating”, “dating applications”, “social media”,
“mental illness”, “psychiatric disorders”, “adolescents”,
and “mental health”.

Original studies and review articles exploring the impact
of online dating on adolescents published in English were
included in the review. A descriptive analysis technique

was applied to summarise the findings.

RESULTS

Overall, 58 articles related to the topic of interest were found,
out of which 19 were included in the review. The obtained
results will be presented as follows: (1) issues associated
with online dating among adolescents, (2) the international
context, and (3) Indian context.

Development of a new technology comes with its own
advantages and disadvantages. Online dating apps were
intended to ease communication. Yet problems, such as
absence of supervision, exposure to online grooming,
harassment, and increased peer pressure have appeared
along the way. Due to the increased desire to experiment
in different aspects of life during adolescence, individuals in
that age tranche may suddenly have to confront a spectrum
of unique issues as a result of their use of online dating
apps [4]. These issues are discussed below.

1. Risk of contracting sexually transmitted diseases
(STDs). Due to unsupervised access to online dating
apps, the lack of sex education, and easy access to
pornography, a large number of adolescents are
being drawn into unprotected sexual intercourses [5],
increasing their risk of contracting STDs. The UNAIDS
2022 report (2000-2021 data) estimates that 160,000
individuals aged 10 to 19 are infected with the Human
Immunodeficiency Virus (HIV).>¢ Out of those, 56%
are girls and 85% reside in sub-Saharan Africa.®
Intercourses among male homosexuals is found to be
one of the leading causes of the increased number of



HIV cases among adolescents, alongside other factors
such as being sexually exploited in adolescence and
youth engagement in sex work. Substance abusers
and transgender adolescents are found to be at higher
risk of contracting HIV.®

. Teen dating violence (TDV). TDV refers to the
physical, sexual, or emotional violence that occurs
between adolescent dating partners interacting via
online platforms [6, 7]. It includes psychological abuse
[8, 9], stalking [10], harassment, and physical and
sexual abuse [9, 11]. Online dating violence is linked
to higher rates of suicide compared to offline dating,
whereas higher levels of peer attachment and
parental support were found to mitigate the risk of
suicidal behavior [12]. Existing research shows that
adolescents with authoritarian mothers are at higher
risk of falling victim to online dating violence and
that adolescent girls with authoritarian fathers are
more susceptible to verbal-emotional violence [13].
A cross-sectional study from England and Wales which
looked at dating and relationship violence among 16-
to 19 year-old students found no significant gender
differences but showed a high prevalence of dating
and relationship victimization among adolescents in
both males (two to eight times) and females (two to
four times) [14]. The Oxford dictionary defines sexting
as a process of “sending sexually explicit photographs,
video-clips, or text messages to someone, typically
via a mobile phone” [15]. A study conducted in Italy
in 2016 found a relationship between dating violence
and moderate-to-high use of sexting, highlighting the
fact that male adolescents and non-heterosexuals
were more often involved in sexting [16]. The study
also reported that dating violence victimization and
perpetration was predicted by sexting and by the
duration of the relationship [16].

. Mental health issues. A number of studies have been
conducted to look for a relationship between body
image issues and weight control behavior among
adolescent Tinder users [17, 18]. It was found that
Tinder users had higher levels of body image issues
and unhealthy weight control behavior in comparison
to non-users [17]. Although there are a few studies
linking dating apps usage with disordered eating
habits among adolescents, no study has reported any
significant link between psychological distress and
online dating [18]. It is possible to speculate that there

might be a link between online dating and the level of
stress among adolescents. But, to our knowledge, no
published data is available to authenticate this.

Although the amount of data exploring the impact of
online dating on adolescents remains limited, a survey
conducted in the US in 2014 and 2015 by the National
Pew Research Centre showed that around 35% of
adolescents aged between 13 and 17 years had been
romantically involved with or dated someone [19]. Although
the majority of these relationships started offline (76%),
online platforms was the most common method to engage
romantically with others [19]. The survey also found that
girls were more likely to be the recipients of uncomfortable
flirtatious messages than boys [19]. In particular, around
35% of girls had blocked or unfriended someone for that
reason compared to 16% of boys [19]. Although it was
suggested that online platforms help adolescents feel
closer to their partners and display affection, the platforms
were also the reason for jealousy and uncertainty in
relationships among 27% of users [19]. The most common
ways of communicating and spending time with each
other were texting, followed by calling, and meeting in
person [19]. Overall, 88% of the adolescents expected
to hear from their partners at least once a day and 15%
expected their partner to check on them hourly [19]. Around
4-10% of adolescents involved in a relationship displayed
potentially harmful or controlling behavior towards their
current or an ex-partner [19]. This included having access
to the partner’s accounts, modifying their social media,
impersonating their significant other, posting embarrassing
photographs of their partner, and using a tracking program
without the partner’s knowledge [19]. Around 22% of
adolescents experienced inappropriate behavior at the
hand of their former partners, such as public shaming
or posting derogatory comments against them once the
relationship ended via social media platforms [19]. About
15% of adolescents reported that their former partners
spread rumours about them using digital platforms [19].
Winstone et al. (2021) suggest that usage of online platforms
has the potential to improve peer and family relations
or exacerbate them [16, 17].

The concept of adolescent romantic relationship has begun
to attract increased attention from researchers in India.



Itis believed that dating allows adolescents to explore their

budding romantic feelings and bolster their social skills [20].

Furthermore, it helps to develop emotional feelings, form

personal and social identities, and mitigate the feelings

of loneliness and isolation [21]. Although dating has its
obvious advantages, risky behaviors among adolescents
involved in romantic relationships have been reported
in various leading Indian newspapers on a regular basis
in the context of getting married, engaging in unsafe
sexual practices, and becoming pregnant. The affected
adolescents contact child protection services such as
government children homes of the Child Welfare Committee

(CWC). They are offered psychosocial care and other child

protection services, according to the guidelines of the

Juvenile Justice (care and protection) Act of 2015. These

services include institutional and non-institutional care,

such as child line, foster care, sponsorship, shelter homes,
promotion of family-based care, aftercare programs,
adoption, education, vocational training, development
programs, legal assistance, rehabilitation, etc. The Protection
of Children from Sexual Offenses Act (POSCO 2012) makes
sexual contact in any form with anyone below 18 years of
ageillegal and punishable under the law. This poses a threat
to the sexual freedom of adolescents and imposes legal

obligations on adolescents [18, 19].

Dating as a concept may not have been known to Indian
adolescents two or three decades ago, but now, it is rather
common [23]. Here are some of the reasons which have
led to the rise of an adolescent dating culture in India:
1. Westernization. The increasing penetration of

Western Culture has nudged urban Indians closer

to the concept of open dating among adolescents.

The older population may still not approve of

adolescent romantic relationships, but they do accept

and recognize its growing reality. Hence, the western
influence has led to an increased popularity of dating

among adolescents in India [23].

2. Early Puberty. In the last few decades, it has been
the case that boys and girls experience puberty
at a younger age than was the case in previous
generations. In general, girls enter puberty between
the ages of eight and 13 and reach menarche (first
menstruation) several years later, while boys enter
puberty between the ages of 9 and 14. Early puberty
increases interest in sex, which makes adolescents
seek out romantic partners more often [24]. This
happens in the context of conflicting emotions and the

social pressure brought about by the transition from
childhood dependency to independent adulthood.

3. Peer Pressure. The Majority of adolescents try dating
due to peer pressure. Not having a partner may increase
the risk of being ridiculed by one's peers and can be
a reason for non-acceptance into social circles [3].

4. Media Influence. Electronic and social media
portray love/romantic relationships as an alluring
experience, leading to the popularisation of dating
among adolescents. Nowadays, demonstrating a new
partner on social media, updating one’s relationship
status, and posting romantic pictures have become an
integral part of adolescents' lives [25].

CONCLUSION

Since the beginning of the COVID-19 pandemic, online dating
has grown in popularity among adolescents, which has led
to the emergence of a number of challenges, including
increased risk of sexually transmitted infections, dating
violence, and mental health issues. All of these issues are
described in the literature in the context of unsupervised
use of technology, peer pressure, and desire to fit into
society. However, data from India remain scarce on this
topic, highlighting the need for research that explores the
impact of online dating on adolescents.
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ABSTRACT

As one of the largest contributors of morbidity and mortality, psychiatric disorders are anticipated to triple in prevalence
over the coming decade or so. Major obstacles to psychiatric care include stigma, funding constraints, and a dearth
of resources and psychiatrists. The main thrust of our present-day discussion has been towards the direction of how
machine learning and artificial intelligence could influence the way that patients experience care. To better grasp the
issues regarding trust, privacy, and autonomy, their societal and ethical ramifications need to be probed. There is always
the possibility that the artificial mind could malfunction or exhibit behavioral abnormalities. An in-depth philosophical
understanding of these possibilities in both human and artificial intelligence could offer correlational insights into
the robotic management of mental disorders in the future. This article looks into the role of artificial intelligence, the
different challenges associated with it, as well as the perspectives in the management of such mental illnesses as
depression, anxiety, and schizophrenia.

AHHOTAUMA

OxungaeTcs, 4YTo B TedeHVe banKaiLlero AecATuaeTs pacnpocTPaHeHHOCTb NMCUXMYECKX PaCcCTPOIACTB, KOTopble
HOCAT Hamboee CyLLecTBeHHbIV BK1aj B ypOBeHb 3a60/1eBaeMOCTU M CMEPTHOCTW, BO3pacTeT B TP pa3a. OCHOBHbIMY
NPensTCTBUSIMI B NCUXMATPUYECKOM MOMOLLM ABASKOTCSH CTUrMaTM3auUms, He4ocTaTouHoe PUHAHCMPOBaHMe, HexBaTKa
pecypcoB 1 NcnxmaTpoB. CerofHsiLLHMe ANCKYCCUN COCPeAOTOUEHbl Ha TOM, KakiuM 06pa3oM MallnHHoe obyyeHue
N NCKYCCTBEHHbIV MHTENNEeKT MOTYT MOBMATL Ha KaYeCcTBO OKa3aHMs MOMOLLM NCUXMATPUYECKMM NaumeHTaM. YTobbl
BbISIBUTb akTyanbHble NpobeMbl, kacatoLpmecs 4oBepus, KOHOUAEHLMANBHOCTY 1 aBTOHOMUM, HEOBXOAMMO U3YUUTH
NX coumanbHble 1 3TUYeckne acrnekTbl. bonee Toro, B paboTe NCKYCCTBEHHOTO MHTE/EKTa MOTYT HabAaTHCS
cHbon 1 OTKJIOHEHUS B «MoBeAeHUW». [ybokoe prnocopckoe NOHMMaHME 3TUX XapakTepPUCTUK KaK YeloBeYecKkoro,
TaK U NCKYCCTBEHHOTO VHTE/IEKTa MOXET YCTaHOBUTb HOBbIE KOPPENALnn, MPoMBatoLLe CBeT Ha NepcrneKTBbl
pO60OTM3VPOBAHHOIO JleYeHUs NCUXUYECKUX PacCTPOCTB. B HacTosLel cTaTbe NpeACTaBleHo onvcaHmne ponu
NCKYCCTBEHHOTO MHTENNEKTa, Pa3INYHbIX CIOXHOCTEN 1 NepcrnekTVB B IeHeHUW NCUXNYECKNX 3a601eBaHNA, Taknx
Kak Aenpeccusi, TpeBora, LWn3oppeHus.



INTRODUCTION

It appears that we have entered the era of the digital
revolution, coming on the heels of the mechanical, electrical,
and Internet eras. Today artificial intelligence (Al) tools are
available for the diagnosis of behavioral issues, analysis
of their manifestations, the prediction of the course of
diseases, and the conduct of psychoeducation [1]. The global
incidence of psychiatric disorders has skyrocketed in the
past two decades. By some estimates, around 500 million
individuals have struggled with one or another mental
iliness [2]. According to the World Health Organization
(WHO), mental ilinesses will surpass the ischemic heart
disease as the biggest drivers of morbidity in the world
in the coming years [3, 4].

Al and future technological breakthroughs are anticipated
toimprove access to care and the quality of the care available
to patients suffering from psychiatric disorders. Nonhuman
robotic or virtual applications in psychological care may
become the preferred means for some, as those have the
potential to minimize the feeling of embarrassment that
may come with seeking care or adhering to a treatment
regimen [5, 6]. The adoption of Al in mental health can
also have the added benefit of helping to empower
specific patient populations (for instance, those who are
less accustomed to navigating the healthcare system),
fostering greater transparency and trust between patients
and the health care system. Plenty of Al applications are
self-administered, enabling people who do not have
a life-threatening medical condition to choose therapies
without encountering the tedious process of being clinically
evaluated and admitted to a health care facility. This
is another significant benefit of Al applications [5, 7]. Last,
but not least, there are additional advantages that come
with having a virtual or robotic therapist who remains
easily accessible, has inexhaustible patience and energy,
remains aware at all times of what a patient has stated, and
does not criticize or judge. Thus, Al could help by offering
a service that is extremely trustworthy and, especially,
beneficial to particular groups of patients [8].

Al-powered programs might deal with people with
mild to moderate depressive disorder, anxiety, and
other non-acute illnesses if they are incorporated into
global health care services. This would allow medical
professionals to devote themselves more to the harder-
to-treat cases. These are significant advantages worth
taking into account given the worldwide growing burden
of mental illnesses and the limited resources available.

Achieving maximal research and clinical practices for the
cutting-edge treatment of psychological care in the near
future mandates a deeper understanding of the ethical
and social repercussions of integrated Al. As psychiatrists
and psychologists, we must not shun Al, but embrace its
present and foreseeable applications, and be ready to
work hand-in-hand with Al when it becomes an established
therapeutic tool [5, 6, 9].

Al AND PSYCHIATRY

In the technical language, the acronym “Al” indicates an
algorithm that can justify, learn, and plan and exhibit
actions that we observe with biologically intelligent
systems. The term “machine learning” denotes a method
of programming in computer science where an application
can adjust itself (i.e., learning) according to its inputs in lieu
of having all of its behavior dictated by the code. “Deep
learning” is a unique kind of machine learning that frequently
uses artificial neural networks as a model. The latter usually
serves as the artificial neurons and entails interconnected
nodes with an input layer, hidden layers, and an output
layer. Data from the input layer is transformed multiple
foists in the hidden layers. Since Al has the capacity to
learn, it can perpetually get better [10].

Incorporating Al technology facilitates the generation of
more accurate screening tools and risk models that gauge
a person'’s propensity for or likelihood of being diagnosed
with mental health problems. There are basically two
types of prospective applications for Al in psychiatry. First
is natural language processing, which permits systems
to comprehend, decipher, and modify spoken words.
Chatbots are a classic example of an Al-based application.
These digital conversational agents can communicate
via text, speech, or both to simulate human behavior.
They serve as a way to offer psychological assistance
to those who have trouble sharing their emotions with
strangers or in places with limited access to medical facilities.
The second application of Al is the combined evaluation
of multiple biomarkers utilizing Al to categorize various
diseases [11, 12].

CONUNDRUMS

Psychiatrists face challenges using such tools in the
following six distinct avenues. The first pertains to the
outlooks on Al by psychiatrists and psychologists. Their
main problems are the unwillingness to entertain the
possibility of employing Al in the coming years [10, 13].



The second is the feeling that, despite having knowledge,
skills, experience, and expertise, one remains outdated.
The third one is Al-inherent bias. Because of the prejudices
of their programmers, Al systems can inadvertently
become biased. Nevertheless, with the introduction of self-
learning algorithms, Al systems might actually develop bias
depending on the information it is gaining insight from [14].
The rampant use of social networking sites to express
thoughts and emotions amid the backdrop of four-walled
homes and hospitals is the fourth. The management of
mental illnesses and the reliability of Al's nosology come
together in the fifth. The acceptance of Al by the rural
populace ranks sixth [15, 16].

The algorithms used to forecast or diagnose mental
illnesses must be accurate and refrain from putting
patients at a higher risk if responsible Al deployment
is to be accomplished. The possibilities for Al-based
neurotechnology to confine psychiatric patients within the
neuroscientific principles might make it both theoretically
advantageous and therapeutically pertinent, while
also fraught [6, 17]. Thus, we contend that the latest
technological innovations should only be incorporated
into clinical practice if they satisfy each of the following
three criteria: they must serve human purposes, they must
respect individual identities, and they must foster interaction
with humans. The ethical framework for Al applications
extends beyond the humanitarian imperative. On the
contrary, the core notion of humanity is the kernel of the
other five concepts, which are accountability, information,
transparency, consensus, and participation [18, 19].

FUTURE PERSPECTIVES

Research into the qualitative dimensions of Al in mental
health, in addition to factual and theoretical studies
on the relationship between innovation and societal
transformation, from the spectrum of frontline deployment
up to the domain of national policy making, must be
conducted to address these issues. The cutting-edge
character of Al will substantially transform the academic
medicine’s norm-setting, which will eventually be adapted.
Since mental patients constitute a particularly vulnerable
demographic, their privacy and ethical concerns will be
the greatest hurdle [6, 10, 20].

A founding principle of clinical deontology and the vitality
of the patient-practitioner relationship are opportunities
to be highlighted here. The foundational teaching model
should be a balance between the possible mitigation

that Al platforms could provide and the addressing data
privacy concerns [21]. Such tailored educational resources
should be as practical as they are feasible at all times to be
effective. Providing students with hands-on involvement
with the development, utilization, as well as assessment
of Al applications in psychiatry is one way to do that.

To reduce the problems with public health or evidence-
based medicine, Al techniques can be highlighted as
a primary option among several. Hackathons, which are
small-team programming competitions with a specific
theme, have recently become popular across every level
of academia as a way to involve diverse groups of people
(medical and engineering students, scientists, entrepreneurs,
etc.) in an entirely novel format ensuring that medical
innovation education is accessible and straightforward
for curricular medical centers to adopt [10, 22]. Psychiatric
departments must adopt multidisciplinary tools such as
statistics, technology, and ethics or explore building such
skills internally. Itis an impediment to the training of future
psychiatrists for Al.

CONCLUSION

This article has covered various pluses and minuses of
Al as it relates to psychiatry. Changes to psychiatrists’
responsibilities, professional status, and purview, which are
inextricably tied to issues of socialization and training, have
been addressed here. Viewing psychiatry as an integral part
of a larger societal construct instead of operating within an
academic “buble” may be extremely helpful in addressing
these issues. Additionally, the continual development and
evaluation of Al applications has laid the groundwork for
a tremendous revolution, even though it isn't currently
influencing mainstream practice.

Psychiatrists deserve to be permitted to engage with this
paradigm shift. In the domains of health, finance, priority
setting, resource allocation, and labor management, Al can
supplement the job of managers and even substitute them
in certain instances. We have to consider how Al could help
shape our present and future worldview. The principles
that will undergird our future autonomous health care
system are currently being redefined, and we should seize
the initiative rather than be simple bystanders.
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